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Abstract: Captioning an image is a concept of producing a succinct content description for an input image in single sentence 
considering all the objects in an image in the form of description. It can be done using deep learning architectures with the help 
of CNN (Convolution Neural Network) and RNN (Recurrent Neural Network). A particular kind of RNN called long short-term 
memory (LSTM) is used. The image from the dataset is taken as the input and accordingly caption is produced as an output from 
the given set in the form of text. It has numerous applications in various fields namely Image Indexing, Application 
Recommendation, Social media etc. It also aids the visually impaired and short sightedness people by automatically decoding the 
image and describing it in the form of text in a large format. 
Keywords: Deep Learning, CNN, RNN, LSTM. 

I. INTRODUCTION 
Deep learning is an intelligent retrieval function that emulates the functioning of human brain in various data transforming 
techniques. In the image caption generator model the image contents are automatically produced where computer vision and NLP 
(Natural Language Processing) are used. The model produces natural sentences which in time narrates the image. The CNN 
(Convolution Neural Network) and Recurrent Neural Network (RNN) are adopted. The LSTM (Long Short-Term Memory), a 
special kind of RNN is implemented that comprises of a memory cell, in order to keep and maintain the information for longer 
duration. However, the looming technologies in Deep Learning and the enormous progress in Natural Language Processing have 
equivalently improved the idea of captioning. Hence, newest appeals go after deep learning architectures which encrypt the visual 
features with Convolutional Neural Networks and decrypt using a language based model that converts the attributes and objects that 
were given by an image based model to a relevant sentence. The CNN is commonly made use to generate feature vectors using the 
temporal data in the  images and thereby the vectors are then sent via the fully connected linear layer into the RNN architecture so 
as to produce the logical data or sequence of words which in the end produce illustration of an image. 
In this paper, Section II shows an overview of the existing image captioning systems and Section III shows the comparison analysis 
performed among different methodology. Section IV is the conclusion of the paper. 

II. LITERATURE SURVEY 
In an automatic image description system [1], I2T and T2S systems are used to generate the description for an image and convert 
that description to speech form in order help the blind people. I2T system is used to generate the description in the text form, I2T 
system uses Residual Neural Network to extract image feature and bidirectional LSTMs to extract sentence feature and to generate 
description. T2S system is used to convert text form description to speech form. This system [1] uses Flickr8k dataset in which 
images of 6000 are utilized for teaching and the remaining images of 2000 are utilized for examining. The architecture of [1] is 
shown in the Fig. 1. BLEU (bilingual evaluation understudy) score is used to evaluate the captions generated. The BLEU score of 
this system [1] is 67. 

 

 

 

 

Fig. 1: Architecture of automatic image description system 
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Image captioning using deep neural architecture [2] uses show and Tell model to generate captions. By hybridizing two different 
models this model is created. An image is given as input to this model and then this image is given as an input to model of Inception 
v3. Last stage of the Inception-v3 model is made of a completely connected layer which converts the output of Inception-v3 model 
into a vector of word implanting. Vector of word implanting is given as input into LSTM serially arranged cells which help in 
storing and retrieving information which in a sequential order by time. This process helps in caption generation by keep tracking the 
previous words. Fig. 2 shows the model of show and tell architecture. In [2], MSCOCO dataset is used which contains 328k images. 
BLEU score of this system [2] is 65.50. 

 
Fig. 2: Architecture of show and tell model 

 In an image caption generation system [3], CNN is used for encoding purpose and RNN (Recurrent Neural Network) is used for 
decoding purpose. These both are used to generate caption to an image. CNN is utilized to draw out the features of the image and 
RNN is utilized to generate the sentence. 

  

 

 

 
 
 

Fig 3: Model based on neural networks 

In [4], CNN and RNN are utilized for caption generation to an image input. It uses Flickr 8k dataset to conduct experiments using 
python language to demonstrate the methods proposed. Fig. 4 shows the proposed methodology of [4]. 

 
Fig. 4: Proposed methodology of [4] 
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In [5], Generative Adversarial Network (GAN) is used. It is a machine learning model which imagines the new samples where two 
models are trained at the same time. One is a generative model G which traps the data information, and the other is discriminative 
model D which determines the likelihood of how the sample shows up amid the training data preferable than G. In this model, a 
sample is extracted from the probability distribution among all the speculative images that tones with the interpretation. 
  
  
 
 
 
 
 
 
 
 
  

Fig. 5: Generative Adversarial Network Architecture [5] 
 

The CNN and RNN are adopted in [6]. At first, the image is sent as input through the CNN to recognize the context of the image. 
And the transfer learning is used for the pre-processed model. The words are returned in the form of set as the output from the CNN 
model. Then, Natural Language Processing (NLP) is made use to interact with the system. At length, RNN is directed with the help 
of Flickr8k_text dataset. Correspondingly, the examined objects are sent to the RNN after certain intended processes and therefore 
RNN generates some relevant and significant caption. 

 
Fig. 6: Basic Workflow of the Model [6] 

An encoder-decoder model in [7] is customized and optimized to work in a problem solving time and to function on mobile 
application devices. The Google’s numerical computation library and the Tensor Flow are used in this model. The ductile 
construction of Tensor Flow allowed to install the computation model on CPUs and GPUs and consequently assisted to make use of 
an inherent parallelism in elementary functions and calculations. An end ProtoBuf file is produced that behaves as a Black Box of 
Image Captioning to set up a description for an image given as input and correspondingly, facilitating benefits, services. At last the 
redundant complications are extracted namely image reshaping, extraction of feature and forward is proceeded from the end-user or 
system. 
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Fig. 7: Application Architecture 

 
In Recognition and Detection of Objects in Generation of Image Caption System [8], important purpose here in paper is put forward 
the method of deep learning to generate caption utilizing neural networks. The Put forth methodology to generate captions as in 
perception also the identification as the objects utilizing deep learning as mentioned below Fig 8. This has the Pre-Processing of 
face Region Detection and Normalization, Handcrafted Feature Extraction, Deep Feature Extraction utilizing CNN Method 
followed by Image feature Concatenation, Image Feature Selection and Detection. 

 
Fig. 8: Proposed Methodology for Generating captions 

In the Black and White Images Captioned using Deep Learning Model [9], Machine learning method is used as one of the Transfer 
learning methods. Here, replica is developed to perform specific function which will be revised to be initiating position to the 
replica on the second task. Finding the solution to problem of captioning grayscale images without colorizing, at first flicker8k 
dataset is transformed into colorized images to grayscale using dot product of three channels considering the values for each pixel. 
Next we prepare images to be given as input to the Inception V3 model to extract features as it excepts only three channel inputs, for 
this we stacked up 1 channel  grayscale image 3 times, then we normalize the images with standard deviation of 2 and mean 0.5. 
Then we input the image and extract the features. 
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Fig. 9: Design of Dataset 

Image caption generation of Cascade recurrent neural network [10] Captioning Image being the most accepted content in the 
computer sight, whose main purpose is to find correspondence between Visual and Language representation by briefing the contents 
of the images. As shown in Fig 10. the SGRU is developed in order of the different time scales which are adaptively captured 
dependencies by making each recurrent unit. It has two layers which are hidden consisting of gating units regulating the information 
within unit rather than supplying separate memory cell.  

Fig. 10: Structure of SGRU. 

In the above figure, red colour dot shows layer of input takes dense word representation. Yellow colour dot shows the hidden 
content with two integrated layers whereas the green colour dot represent layer of output.  
Cascade Semantic Fusion for Image Captioning [11]. In this section, the details are based on the framework of encoder and decoder, 
where cascade semantic fusion architecture (CSF) is developed as a cipher, the structural features that encode the contents of an 
image are considered by default arranges for the attention mechanism, extraction of visual semantic features and also to combine to 
boost the performance of captioning. CSF works as of three cascade stages. As the first stage inculcates the contents of the objects, 
it basically depends on pertained detector. Second stage features fusion two times in the CSF. Initial characteristics of the 
combination intakes object as the input spatial characteristics. Hence image-level features along the context information. At third 
level, the spatial attention features are learnt to disclose the important section portrayal as the accompaniment of both preceding 
attention learned features. The spatial noticed module is adopted which induces the global features. 
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Fig. 11: Three stages of CSF Architecture 

In the paper [12], the caption will be generated under mentioned content. These contents are grasped from the caption corpus that 
too by topic candidates. And to produce the caption to an image, an embedding vector is used to test the sector of the given image. 
And then language model is used to decode it into a sentence as output. 

 
Fig. 12: Pipeline of the proposed method [12]. 

In [13], a network of sequential guiding used the proposed method of the pipeline. There is five ground-truth and four topics caption 
on the right of a single image and here it is plotted  from the order-embedding into the N-dimensional embedding space. In the top 
of right corner, the hierarchical relationship is maintained in every coordinate. The vertical axis here refer to the value of every 
coordinate. Whenever, a caption is produced for an image, a point is tested in a sector of the embedding space. Then, a sentence will 
be generated with the help of language model by which it will be decoded. 

Fig. 13: An attention of Luong executed on image region. 
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In an Automated Image Captioning [14], the network’s architecture contains a component called attention which takes the control of 
quantifying and managing the interconnection between the input and output elements named as General Attention and inside the 
input elements named as Self-attention. Loung attention is utilized by the top hidden layer states in both of encoder and decoder. 
The ResNet101 model pertained on image net is used as encoder. A photograph input is read by network model and the content is 
encoded. The LSTM network is utilized by decoder.  

 
Fig. 14: Encoder-Decoder High-Level architecture. 

Remote sensing Image Captioning [15], here the multimodal and the Attention-Based methods are used. These methods will use 
neural network to produce caption for remote sensing image. Represents remote sensing images, representing sentence and sentence 
generation are the three methods will be used. Attention-based method will use the two different types of manners, one is 
problematic manner and the other one is fatalism manner. Problematic manner will instruct the model by increasing the lower bound 
while the fatalism manner users will instruct by using back propagation techniques. 

Fig. 15: Structure of LSTM 

III. COMPARISON ANALYSIS 
In [4], the experiment is done using different datasets and the evaluated using BLEU score. Table I. shows the BLEU score of 
different datasets. 

Dataset BLEU score 
Flickr8k 0.53356 
Flickr30k 0.61433 
MSCOCO 0.67257 

Table I. BLEU score of different datasets 
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In [5], the methods used are based on CNN and LSTM which lacks in naturalness in the generated captions but are highly accurate 
as it uses supervised learning whereas GAN architecture has less accuracy as it follows unsupervised learning. 
In [11], On Comparing CSF and the baseline, the CSF image description and the baseline model which is named as ‘SAT’. On the 
basis of resultant captions, the objects in the image could be identified by CSF and more detailed descriptions are induced by the 
object-aware semantics. 
By comparing two methods in [15], the RNNs word embedding dimension and hidden state dimension are set as 256 and for the 
multimodal method, and 0.0001 is the learning rate of multimodal method. 

IV. CONCLUSION 
Image captioning system is thus the most effective system which can be used for many purposes. It aids in automatic caption 
generation for an image in a single sentence. It can also be used to help the visually impaired people who depend on text or 
description to describe an image. It not only helps the blind people but also the people who cannot see the far objects. In the system 
which will be created CNN will be utilized for object detection and LSTM will be utilized for caption generation. 
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