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Abstract: In today’s generations Memory Management plays a vital role in Operating Systems. The main efficient usage of 
memory in computer applications are most important aspect because the memory is an essential part of a computer system and 
manages maximum utilization in a computer system. In this paper the author presents a Memory Management technique to 
achieve better performance in the computer system.  
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I. INTRODUCTION 
Operating System is a system software used in a computer which acts an interface between computer and the user for managing all 
resources efficiently. The most importance of Operating System to make easier to use the computer. In this regard Memory   
Management is the main   function of an operating system that manages primary memory i.e., main memory and helps to processes 
the memory management in between the main memory and disk in an Operating System. This Memory Management keeps a track 
of each memory location, irrespective of whether it is allocated to some process or it remains idle in Operating System and it also 
allows to check the quantity of memory allocation. The main important aspect of Memory Management is providing protection in 
between processing system, stores the data most efficiently and also allocates the memory space for all applications.   

II. MEMORY MANAGEMENT STRATEGIES 
Memory Management Strategies are two types, one is Static Memory allocation strategy and Dynamic Memory allocation strategy. 
In Static Memory allocation strategy, the memory size is determined when the system is compiled and usage of memory will be 
more whereas Dynamic Memory allocation strategy [17], the memory is required only at that time of task and the memory is used 
correctly. The important aspect in static memory allocation strategy is that the testing any program will be easier and execution is 
also more efficient but the main drawback it requires or uses more memory. And this advantage is overcome by dynamic memory 
allocation strategy.  

III. MEMORY MANAGEMENT TECHNIQUES 
Memory management in operating system helps in allocating the main memory space to processes the data at the time of execution 
[15]. There are different Memory Management techniques involved in managing the memory in an Operating System as shown in 
Fig.1. 

 
Fig.1 Memory Management System 

 
Memory Management Techniques [22] is classified as Uniprogramming and Multiprogramming where the Uniprogramming 
technique, the RAM is isolated into two categories where is one category is for leaving the operating system and the other category 
is for the client process.  In the multi-programming, the various clients can share the memory at the same time. Multiprogramming 
can be divided into contiguous and Non-contiguous memory allocation.  
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A. Contiguous Memory Allocation 
In the contiguous memory allocation, both operating system and the client must in the primary memory and when any client 
demands the memory of a segment of the contiguous memory block will be allotted to that procedure [6]. Contiguous Memory 
allocation can be divided into single contiguous allocation and partitioned allocation. 
1) Single Contiguous Allocation: Single Contiguous Allocation (SCA) is a simple technique for memory allocation and its doesnot 

require any special hardware features. The best example is MS-DOS operating system which allocates memory in same manner 
as SCA.  In this technique the entire memory is allocated to a single job and the main memory is divided into three contiguous 
regions which is shown in Fig.1. 

 
Fig.2 Single Contiguous Allocation Technique 

 
2) Partitioned Allocation: In Partitioned Allocation technique as its name suggests the primary memory is divided into various 

memory partitions which is mostly contiguous areas of memory and every partition store all the information for a specified job in 
which allocation and deallocation of memory exists. In partition allocation more than one partition is available to place a 
process’s request, in this case a partition must be selected. To choose a particular partition   a partition method is needed. A 
partition allocation method is considered better if it avoids internal fragmentation. 

B. Non- Contiguous Memory Allocation 
In the non-contiguous memory allocation, the accessible free memory space is dispersed to a great extent for usage of processing 
system and all that free memory space is not in one location. This Non-Contiguous Memory Allocation can be divided into Paging 
and Segmentation.  
1) Paging: Paging is a technique in which the main memory of computer system is organized in the form of equal sized blocks 

called pages. In this technique, the address of occupied pages of physical memory are stored in a table, which is known as page 
table. Paging enables the operating system to obtain data from the physical memory location without specifying lengthy 
memory address in the instruction. In this technique, the virtual address is used to map the physical address of the data. The 
length of virtual address is specified in the instruction and is smaller than physical address of the data. It consists of two 
different numbers; first number is the address of page called virtual page in the page table and the second number is the offset 
value of the actual data in the page in Fig.3. 

 
Fig.3 Paging Technique 
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2) Segmentation: In Operating Systems, Segmentation is a memory management technique in which, the memory is divided into 
the variable size parts. Each part is called as segment which can be allocated to a process and stored in a table called as segment 
table is seen in Fig.4. This segment table is stored in one or many of the segments which contains Base and limit. The Base is a 
base address of the segment and Limit is the length of the segment. From the main memory the logical address is generated 
which contains two parts namely, Segment Number and Offset. The Segment number is mapped to the segment table and the 
limit of the respective segment is compared with the offset. If the offset is less than the limit then the address is valid otherwise 
it throws an error. In the case of valid address, the base address of the segment is added to the offset to get the physical address 
of actual word in the main memory. 

 
Fig.4 Segmentation Technique 

IV. CONCLUSION 
Memory Management is an efficient technology to implement in all computer applications to utilize maximum resources. In this 
paper the author presents a Memory Management various technique to achieve overall performance in the computer system. The 
various techniques are used in managing memory in order to process the data.  
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