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Abstract: Waterway flooding is a trademark wonder that can devastatingly influence human life additionally, monetary 
hardships. There have been various approaches in considering stream flooding; in any case, lacking arrangement and confined 
data about flooding conditions upset the improvement of balance and control measures for this trademark wonder. This includes 
another system for the assumption for water level in relationship with flood reality using the gathering model. Our philosophy 
utilizes the latest headways and AI for the robotized assessment of flood data that might be useful to hinder disastrous occasions. 
Investigation results show that gathering learning gives a stronger gadget to expect flood earnestness levels. As precipitation 
force fluctuates unpredictably, metropolitan or rustic region floods can cause outrageous harm. Floods are among the most 
damaging cataclysmic events, which are exceptionally unpredictable to show. Moreover, they are amazingly nonlinear marvels 
that are intricate to examine. Along these lines, a grouping based flood forecast model for metropolitan zones is developed in this 
investigation, by consolidating a mathematical examination model dependent on a pressure driven hypothesis with an AI 
calculation. The flood dataset is developed ahead of time for various precipitation situations utilizing the ecological assurance 
office storm model and a two-dimensional immersion model. 

I. INTRODUCTION 
Flood forecast models are critical for danger appraisal and outrageous occasion the executives. Strong and exact forecast contribute 
exceptionally to water response the board techniques, strategy ideas and examination, and further clearing displaying. In this 
manner, the significance of cutting edge frameworks for present moment and long haul expectation for flood and other hydrological 
occasions is firmly underlined to mitigate harm. Be that as it may, the expectation of flood lead time and event area is generally 
unpredictable because of the unique idea of environment condition Therefore, the present significant flood forecast models are 
primarily information explicit and include different improved on suppositions. Flood expectation models are vital for risk appraisal 
and extraordinary occasion the executives. Powerful and precise forecast contribute profoundly to water plan of action the board 
methodologies, strategy ideas and investigation, and further clearing displaying. Accordingly, the significance of cutting edge 
frameworks for present moment and long haul forecast for flood and other hydrological occasions is emphatically underlined to 
reduce harm. Be that as it may, the forecast of flood lead time and event area is in a general sense complex because of the unique 
idea of environment condition. Consequently, the present significant flood forecast models are fundamentally information explicit 
and include different worked on suppositions. In this manner, to copy the complex numerical articulations of actual cycles and bowl 
conduct, such models profit by explicit strategies e.g., occasion driven, observational black box, lumped and conveyed, stochastic, 
deterministic, persistent, and half and halves. 

II. MACHINE LEARNING 
AI (ML) that improve normally through experience. It is seen as a subset of man-made intellectual competence. Computer based 
intelligence computations build a model subject to model data, known as "getting ready data", to make assumptions or decisions 
without being unequivocally tweaked to do thusly. Computer based intelligence figuring’s are used in a wide grouping of uses, for 
instance, email filtering and PC vision, where it is irksome or infeasible to make standard counts to play out the necessary 
endeavors. A subset of AI is immovably related to computational bits of knowledge, which revolves around making assumptions 
using PCs; yet not all AI is verifiable learning. The examination of mathematical improvement passes on methods, theory and 
application spaces to the field of AI. Data mining is an associated field of study, focusing in on exploratory data assessment through 
independent learning. Man-made intelligence incorporates PCs discovering how they can perform tasks without being explicitly 
redone to do in that capacity. It incorporates PCs acquiring from data gave with the objective that they complete certain endeavors. 
For essential tasks designated to PCs, it is possible to program estimations prompting the machine how to execute all methods 
expected to handle the recent concern; on the PC's part, no learning is required.  
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For additional created tasks, it will in general be going after for a human to genuinely make the necessary figuring’s. Eventually, it 
can wind up being all the more impressive to empower the machine to develop its own count, instead of having human engineers 
demonstrate each necessary advance. The request for AI uses various approaches to manage educate PCs to accomplish tasks where 
no totally satisfactory count is available. In circumstances where huge amounts of potential answers exist, one approach is to name a 
part of the correct answers as generous. This would then have the option to be used as planning data for the PC to improve the 
calculation 

III. PREDICTIVE MODEL 
Farsighted showing uses estimations to predict outcomes. Most as often as possible the event one necessities to expect is later on, 
yet perceptive showing can be applied to a dark event, paying little psyche to when it occurred. For example, farsighted models are 
consistently used to recognize infringement and perceive suspects, after the bad behavior has happened. A large part of the time the 
model is picked dependent on the spot speculation to endeavor to calculate the probability of an outcome given a set proportion of 
data, for example given an email choosing how likely that it is spam. Models can use at any rate one classifiers in endeavoring to 
choose the probability of a lot of data having a spot with another set.  
For example, a model might be used to choose if an email is spam or "ham" (non-spam).Depending on definitional limits, perceptive 
exhibiting is indivisible from, or by and large covering with, the field of AI, as it is more commonly implied in educational or 
inventive work settings. When passed on financially, insightful exhibiting is as often as possible implied as judicious assessment. 
Insightful showing is consistently stood apart from causal illustrating/examination. In the past, one may be completely satisfied to 
use markers of, or delegates for, the aftereffect of interest. In the last referenced, one hopes to choose real conditions and consistent 
outcomes associations. This separation has offered climb to an extending writing in the fields of assessment procedures and bits of 
knowledge and to the ordinary clarification that "relationship doesn't surmise causation". Insightful examination fuses an 
arrangement of quantifiable systems from data mining, farsighted showing, and AI that take apart current and chronicled real factors 
to make estimates about future or regardless dark events. In business, perceptive models abuse plans found in credible and 
contingent data to recognize risks and openings.  
Models get associations among various segments to allow assessment of risk or possible related with a particular course of action of 
conditions, coordinating dynamic for candidate trades. The describing useful effect of these particular approaches is that perceptive 
assessment gives a judicious score (probability) for each individual (customer, delegate, clinical consideration tenacious, thing SKU, 
vehicle, part, machine, or other progressive unit) to choose, prompt, or effect definitive cycles that relate across huge amounts of 
individuals, for instance, in advancing, credit danger assessment, coercion acknowledgment, amassing, clinical benefits, and 
government exercises including law execution  

IV. TROUPE LEARNING 
Social event systems is an AI method that joins a couple of base models to make one ideal farsighted model. To all the more 
promptly fathom this definition let’s make a step again into extraordinary target of AI and model construction. This will look good 
as I hop into express models and why Ensemble methods are used. I will for the most part use Decision Trees to plot the definition 
and sensibility of Ensemble Methods (in any case note that Ensemble Methods don't simply identify with Decision Trees). A 
Decision Tree chooses the farsighted worth subject to course of action of requests and conditions. 

V. FLOOD DATA SENSOR 
The inspiration driving this assessment is to develop a steady flood checking and early rebuke structure in the northern cycle of the 
region of Isabela, particularly the areas near Cagayan River. Ultrasonic identifying techniques have gotten created and are for the 
most part used in the various fields of planning and central science. One of piece of elbowroom of ultrasonic distinguishing is its 
excellent ability to test inside target non-damagingly in light of the fact that ultrasound can induce through such media including 
solids, liquids and gases. Also, demand structure is moreover associated with this assessment to end up being more insightful 
wherein individuals locally could ask the genuine water level and status of the ideal domain or zone impacted by flood through SMS 
expression. 
 The examination focuses in helping inhabitants with being prepared and taught whenever there is a flood. The peculiarity of this 
work falls under the utilization of the Arduino, ultrasonic sensors, GSM module, web-checking and SMS early reprobation system 
in helping accomplices with calming difficulties related to flood. 



International Journal for Research in Applied Science & Engineering Technology (IJRASET) 
                                                                                           ISSN: 2321-9653; IC Value: 45.98; SJ Impact Factor: 7.429 

                                                                                                                Volume 9 Issue III Mar 2021- Available at www.ijraset.com 
     

 ©IJRASET: All Rights are Reserved 1426 

VI. RELATED WORK 
Authors in [1] has proposed in this paper with emphasis on engaging headways, shows, and application issues. The IoT is enabled 
by the latest enhancements in RFID, sharp sensors, correspondence advances, and Internet shows. Authors in [2] has proposed in 
this paper In the time of the Internet of Things (IoT), a goliath proportion of distinguishing contraptions accumulate just as make 
diverse material data as time goes on for a wide extent of fields and applications. Taking into account the possibility of the 
application, these contraptions will achieve enormous or fast/constant data streams. Authors in [3] has proposed in this paper In 
authoritative control and data acquirement (SCADA) structures or the Internet of Things (IoT), human machine interface (HMI) 
plays out the limit of data getting and control, outfitting the directors with a point of view all things considered plant and permission 
to checking and helping out the system. The compromise of HMI will achieve lost of view (LoV), which infers the state of the 
whole system is imperceptible to overseers. Authors in [4] has proposed in this paper Developing gear, estimations and shows, 
similarly as get-together data in sensor networks are marvelously critical challenges in building incredible systems. We depict a 
vertical system coordination of a sensor center and a tool compartment of AI computations. Considering a dataset that combines 
sensor data with extra introduced data we predict the amount of individuals in a shut space. Authors in [5] has proposed in this paper 
The Internet of Things (IoT) is another perspective that joins perspectives and progressions coming from different procedures. All 
inclusive handling, unpreventable enrolling, Internet Protocol, distinguishing progresses, correspondence advancements, and 
embedded contraptions are consolidated to outline a system where the authentic and automated universes meet and are continually 
in helpful association. The sharp article is the design square of the IoT vision. Authors in [6], [8], [12] have proposed modification 
of ensemble algorithms to improve the classification accuracy for social media and airline data.  

VII. PROPOSED METHODOLOGY 
The proposed model takes the of a flooding occasion as information and decides its seriousness level. We additionally make a 
dataset of flood dataset because of the inaccessibility of such unique sort of dataset. The proposed model is then assessed on this 
dataset and contrasted with a benchmark LR,SVR,CNN arrangement with foresee better flood seriousness results. Downpour input 
information were made through the information development technique to anticipate the normal flood territories in the objective 
bowls through the neural organization. This examination can help in expecting the flood condition, delivering the early exhortation, 
and dealing with the despicable situation, giving the brief help and playing out the rescue action in a flooded region. In this 
proposed work, we examine the use of significant learning models for expecting the reality level of a flooding event trapped in 
numerical data's by the domains in an overpowered region.  
The proposed model takes of a flooding event as data and chooses its earnestness level. We moreover make a dataset of flood 
dataset in light of the unavailability of such remarkable kind of dataset.  

VIII. PRE-PROCESSING 
Load flood Dataset to Clustering Variables and Maximum Number of Clusters Initialize bunch centroid split the dataset Data pre-
preparing is an information mining method that includes changing crude information into a reasonable arrangement. Certifiable 
information is regularly deficient, conflicting, or potentially ailing in specific practices or drifts, and is probably going to contain 
numerous blunders. Information pre-handling is a demonstrated technique for settling such issues. In reality information are for the 
most part fragmented lacking trait esteems, coming up short on specific ascribes of interest, or containing just total information. 
Loud: containing mistakes or anomalies. The proposed information pre-handling is utilized to check sections information esteems 
and eliminate uproarious information 

IX. DATA FEATURE SELECTION 
Highlight choice is the way toward lessening the quantity of information factors when building up a prescient model. It is attractive 
to decrease the quantity of info factors to both lessen the computational expense of demonstrating and, at times, to improve the 
exhibition of the model.  
Highlight choice is a significant advance for the investigation of normalized information, to empower our ML calculations to 
prepare quicker and beat the issue of over fitting. 
There have been different methodologies for the element choice utilized in ML Feature Selection is the cycle where you 
consequently or physically select those highlights which contribute most to your forecast variable or yield. It improves exactness 
less deceptive information implies displaying precision improves. Diminishes preparing time less information focuses decrease 
calculation intricacy and calculations train quicker. 
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X. CLASSIFICATION ALGORITHM 
A.  LR Classification 
Direct relapse is a straight model, for example a model that expects a straight connection between the information factors (x) and the 
single yield variable (y).  
All the more explicitly, that y can be determined from a direct blend of the information factors (x) figure the flood seriousness 
Improved Linear relapse calculation is utilized to prepare counterfeit neural organizations. It is a regulated learning strategy, i.e., a 
precipitation is needed to ascertain the ideal yield for any contribution to the preparation set.  
The objective of any directed learning calculation is to discover a capacity that best guides a bunch of contributions to its right yield 

B.  SVR Classification 
The practicality is quite possibly the main measures, and it is just accomplished through utilizing vigorous yet straightforward 
models. The AI models utilized in flood expectation, and builds up an order plan to examine Support Vector Regression (SVR) 
utilizes a similar rule as SVM, yet for relapse issues in flood.  
Our level headed, when we are proceeding onward with SVR, is to essentially consider the focuses that are inside the choice limit 
line Furthermore, the exhibition of the expectation models is frequently assessed through root-mean-square blunder (RMSE), mean 
mistake (ME), mean squared mistake (MSE), Nash coefficients (E), and R 2 , otherwise called the relationship coefficient (CC). In 
this undertaking, the estimations of R 2 and RMSE were considered for execution assessment can be seen that high vulnerable zones 
have comparative conveyances and most floods are situated in high helpless territories. To quantitatively investigate the 
vulnerability maps, the recurrence of flood event in the defenseless zones was dissected, and the outcomes 

C.  CNN Classification 
It can be seen that most floods are It tends to be seen that most floods are anticipated in the high and high helpless regions and not 
very many floods happen in extremely low vulnerable zones, which demonstrates that there is moderately high consistency between 
flood authentic occasions and defenseless zones for every one of the techniques.  
Moreover, over 80% of the flood chronicled occasions situated in the high powerless territory affirmed the discernment of the flood 
weakness maps.  
Then, all the CNN-based strategies accomplished more solid helplessness maps on the grounds that the recurrence proportion of 
floods was higher than LR in the extremely high and high areas. CNNs, showing vigorous execution in PC vision and visual 
handling fields, are essentially multi-facet feed-forward neural organizations that can consequently remove important highlights 
from crude information. 
The CNN design is mostly made out of an information layer, numerous secret layers and a yield layer, and the secret layers 
comprise of at least one convolutional and pooling layers 

D.  Comparative Analysis Graph 
The assessment measurements utilized in the examinations measure the consequences of the ML procedures in flood forecast. The 
holdout approach is utilized to evaluate the speculation execution on a free flood sensor dataset.  
The primary goal of this work is to anticipate floor seriousness levels utilizing multi-sensor flood information and progressed AI 
calculations.  
This can give improved forecast exactness utilizing the piece of information examination and ML strategies to research the impact 
of incorporating solid and frail classifiers and contrast their exhibition and those of the individual classifiers. In this Module the 
Accuracy is to foresee and to show graphical manner.  
Accuracy implies very closeness to a deliberate worth or the standard set. Exactness in time arrangement examination is the worth 
estimated which is exceptionally close to the genuine worth.  
The equation for precision is A=(TP+TN)/(TP+FP+FN+TN).Where the genuine positive cases are meant by TP, genuine negative 
cases are indicated by TN, FP and FN are signified for bogus positive cases and bogus negative cases individually. Order Error: The 
characterization Error (E) (of any strategy 't' are the cases not effectively grouped (FP+FN).The equation for computing arrangement 
Error is E_(t=F/N)*100 where t addresses the procedure, F signifies number of things grouped erroneously and N uncovers all out 
number of tests. 
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XI. EXPERIMENTAL SETUP 
 
 
 
 
 
 
 
 
 
 

 
 
 
 
 
 
 
 
 
 
 
 

 

Figure 1 Overall Architecture Diagram 

Single classifiers created ACC estimations of 0.957, 0.807 and 0.635 for LR, SVR and CNN individually, during the 
approval/preparing. During testing, the exhibitions of the classifiers are 0.96, 0., 0.80 and 0.64 for LR,SVR and CNN individually. 
Group classifiers exhibit better approval execution, as demonstrated in which identify with the ROC and AUC diagrams, separately. 
The blend of LR and SVR classifiers shows an exactness of 0.956 in approval, notwithstanding, these decreases to 0.737 in testing 
as far as the normal for the three classes for group classifiers. Improved outcomes are gotten with the mix of SVR, which shows an 
approval exactness of 0.807 during preparing while in testing, this lessens to 0.635. In any case, the solid speculation of the troupe 
classifier affirms that there is important. Execution assessment per Model (testing).Data inside the flood sensor information that can 
be caught with such kinds of ML structures.  
Moreover, the gathering classifier for and Linear regression indicated a normal affectability of 0.96, trailed by the outfit of the 
LSTM and SVR with a normal affectability of 0.80, at that point the group of CNN  with a normal affectability of 0.635 for the 
testing information 
 

Algorithm Accuracy 

LR(Linear regression) 96 

SVR(Support Vector Regression) 80 

CNN(Convolutional neural network) 65 

Table 1Performance of Accuracy 
 

Data Training Data Pre-processing 

LR,SVR,CNN 
Classification 

Training 
Testing 

Calibration of 
model 

Prediction Flood and 
Classifiaction 

Predictive trend of 
model Result 

No 

Yes 
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Figure 2Graphical representation 
 

XII. CONCLUSION 
A grouping based continuous flood expectation the system was created utilizing a LR, SVR, CNN calculation for metropolitan or 
provincial flood analysis.  
This model was then applied to real bowls to precisely figure flood zones ahead of time. To this end, the ideal info information were 
chosen dependent on a connection and vulnerability examination of the precipitation and flood information, and a characterization 
based ongoing flood forecast model created. The proposed AI based LR, SVR, CNN calculation conceivable to oversee flood 
catastrophe hazard by gauging precipitation incited flooding dependent on the built data set and, henceforth, to limit harm to 
property and human health. The results show that early reprimand of flood reality can be procured using fitting social occasion AI 
based data science methodology. Future work incorporates the use of particle swarm smoothing out and an inherited count for 
improvement and assurance of our AI moves toward similarly as the utilization of other significant learning computations for future 
backslide of flood data. 

REFERENCES 
[1] Al-Fuqaha, M. Guizani, M. Mohammadi, M. Aledhari, and M. Ayyash, ''Internet of Things: An overview on empowering innovations, conventions, and 

applications,'' IEEE Commun. Reviews Tuts., vol. 17, no. 4, pp. 2347–2376, fourth Quart., 2015  
[2] M. Mohammadi, A. Al-Fuqaha, S. Sorour, and M. Guizani, ''Deep learning for IoT huge information and streaming examination: A study,'' IEEE Commun. 

Reviews Tuts., vol. 20, no. 4, pp. 2923–2960, fourth Quart. 2018.  
[3] J. Men, G. Xu, Z. Han, Z. Sun, X. Zhou, W. Lian, and X. Cheng, ''Finding sands in the eyes: Vulnerabilities revelation in IoT with EUFuzzer on human 

machine interface,'' IEEE Access, vol. 7, pp. 103751–103759, 2019.  
[4] A. Moraru, M. Pesko, M. Porcius, C. Fortuna, and D. Mladenic, ''Using AI on sensor information,'' J. Comput. Inf. Technol., vol. 18, no. 4, pp. 341–347, 2010.  
[5] E. Borgia, ''The Internet of Things vision: Key highlights, applications and open issues,'' Comput. Commun., vol. 54, pp. 1–31, Dec. 2014.  
[6] K.Gopalakrishnan, S.Thiruvenkatasamy, E.Prabhakar, R.Aarthi, “Night Vision Patrolling Rover Navigation System for Women’s Safety Using Machine 

Learning”, International Journal of Psychosocial Rehabilitation, Volume 23, Issue 4, ISSN 1475-7192, Page No. 1136-1148, 2019. 
[7] A. Y. Sun and B. R. Scanlon, ''How can enormous information and AI advantage climate and water the executives: A study of strategies, applications, and 

future headings,'' Environ. Res. Lett., vol. 14, no. 7, p. 28, 2019.  
[8] E.Prabhakar, M.Santhosh, A.Hari Krishnan, T.Kumar, R.Sudhakar, “Sentiment Analysis of US Airline Twitter Data using New Adaboost Approach”, 

International Journal of Engineering Research & Technology (IJERT), Volume 7, Issue 1, ISSN 2278-0181, Page No.1-3, April 2019. 
[9] U. K. Panchal, H. Ajmani, and S. Y. Sait, ''Flooding level arrangement by stride investigation of cell phone sensor information,'' IEEE Access, vol. 7, pp. 

181678–181687, 2019.  
[10] G. Furquim, G. Filho, R. Jalali, G. Pessin, R. Pazzi, and J. Ueyama, ''How to improve adaptation to internal failure in a fiasco expectations: A contextual 

investigation about streak floods utilizing IoT, ML and genuine information,'' Sensors, vol. 18, no. 3, p. 907, 2018.  
[11] M. Bilal, A. Gani, M. Marjani, and N. Malik, ''An investigation on recognition and checking of water quality and stream,'' in Proc. twelfth Int. Conf. Math., 

Actuarial Sci., Comput. Sci. Statist. (Macintoshes), Nov. 2018, pp. 16.  
[12] E.Prabhakar, “Enhanced AdaBoost Algorithm with Modified Weighting Scheme for Imbalanced Problems”, The SIJ Transactions on Computer Science 

Engineering & its Applications (CSEA), Volume 6, Issue 4, ISSN 2321-2381, Page No.22-26, July 2018. 
[13] K. Tuberson and K. Tremaine, ''How the Internet of Things can plan urban communities for catastrophic events,'' Harvard Bussniss Review, 2017 
[14] Nandagopal S, Arunachalam VP, KarthikS, “A Novel Approach for Mining Inter-Transaction Itemsets”, European Scientific Journal, Vol.8, pp.14-22, 2012.   
[15] V.S. Suresh kumar “Frequent Pattern Complex query management using FIUT Approach”, South Asian Journal of Engineering and Technology, pp: 300-304, 

issue 204, volume 202, 2018 
[16] Gokulraj P and Kiruthikadevi K, “Revocation and security based ownership deduplication of convergent key creating in cloud”, International Journal of 

Innovative Research in Science, Engineering and technology. Vol. 3, Issue 10, ISSN: 2319-8753, October 2014.    

0
20
40
60
80

100

Performance evaluation  

ACCURACY



International Journal for Research in Applied Science & Engineering Technology (IJRASET) 
                                                                                           ISSN: 2321-9653; IC Value: 45.98; SJ Impact Factor: 7.429 

                                                                                                                Volume 9 Issue III Mar 2021- Available at www.ijraset.com 
     

 ©IJRASET: All Rights are Reserved 1430 

[17] Sureshkumar V S, Chandrasekar A,” Fuzzy-GA Optimized Multi-Cloud Multi-Task Scheduler For Cloud Storage And Service Applications” International 
Journal of Scientific & Engineering Research, Vol.04, Issue.3,pp-1-7, 2013  

[18] E. Prabhakar,V.S.Sureshkumar, Dr.S.Nandagopal, C.R.Dhivyaa, Mining Better Advertisement Tool for Government Schemes Using Machine learning “ , 
International Journal of Psychosocial Rehabilitation, Vol.23,Issue.4, pp. 1122-1135, 2019 

[19] Vijayakumar M, Prakash s, “An Improved Sensitive Association Rule Mining using Fuzzy Partition Algorithm”, Asian Journal of Research in Social Sciences 
and Humanities, Vol.6,Issue.6, pp.969-981, 2016.   

[20] Prakash S, Vijayakumar M, “ Risk assessment in cancer treatment using association rule mining techniques”, Asian Journal of Research in Social Sciences and 
Humanities,Vol.6,Issue.10, pp.1031-1037, 2016.   

[21] Prabhakar E, “ Enhanced adaboost algorithm with modified weighting scheme for imbalanced problems, The SIJ transaction on Computer science & its 
application,Vol.6,Issue.4, pp.22-26, 2018.   

[22] Suresh kumar  V S ,Thiruvankatasamy S, Sudhakar R, “Optimized Multicloud Multitask Scheduler For Cloud Storage And Service By Genetic Algorithm And 
Rank Selection Method”, Vol.3,Issue.2, pp.1-6, 2014  

[23] Nandagopal S,  Malathi T, “Enhanced Slicing Technique for Improving Accuracy in Crowd Sourcing Database”, International Journal of Innovative Research 
in Science, Engineering and Technology, Vol.3,Issue.1, pp.278-284, 2014  

[24] Prabhakar E, Santhosh M,  Hari Krishnan A,  Kumar T, Sudhakar R,” Sentiment Analysis of US Airline Twitter Data using New Adaboost  
Approach”,International Journal of Engineering Research & Technology (IJERT),Vol.7,Issue.1, pp.1-6, 2019  

[25] V.S. Suresh kumar “E-Farming by means of E-Mandi Process”, International Journal of Research and Advanced Development (IJRAD), ISSN: 2581-4451, pp: 
55-57, Issue 6, volume 2, 2019 

[26] Dr.C.R. Dhivyaa, R. Sudhakar, K. Nithya and E. Prabhakar “Performance Analysis of Convolutional NeuralNetwork for Retinal Image Classification”, 
International Journal of Psychosocial Rehabilitation, Vol. 23, no.4, pp.1149-1159,November 2019. 

[27] S Nandagopal, S Karthik, VP Arunachalam,” Mining of meteorological data using modified apriori algorithm”, European Journal of Scientific Research , Vol. 
47, no.2, pp. 295-308, 2010. 

[28] E Prabhakar, R Parkavi, N Sandhiya, M Ambika,” Public Opinion Mining for Government Scheme Advertisement”, International Journal of Information 
Research and Review, Vol. 3, no.4, pp2112-2114, February  2016. 

[29] E Prabhakar, G Pavithra, R Sangeetha, G Revathy,” Mining Better Advertisement Tool For Government Schemes”, International Journal For Technological 
Research In Engineering, Vol. 3, no.5, pp1023-1026, January  2016. 

[30] Karthik.S. Nandagopal.S, Arunachalam.V.P.,” Mining of Datasets with Enhanced Apriori Algorithm”, Journal of Computer Science, Vol. 8, no.4, pp599-605, 
2012. 

[31] E. Prabhakar,” Enhanced Adaboost Algorithm With Modified Weighting Scheme For Imbalanced Problems”, The SIJ Transactions on Computer Science 
Engineering & its Applications (CSEA) , Vol. 6, no.4, pp22-26,July 2017. 

[32] Nandagopal.S. Malathi.T.,” Enhanced Slicing Technique for Improving Accuracy in Crowd Sourcing Database”, International Journal of Innovative Research 
in Science, Engineering and Technology), Vol. 3, no.1, pp278-284, 2014. 

[33] V Dharani S Thiruvenkatasamy, P Akhila, V Arjitha, K Bhavadharani,” A MD5 Algorithm Approach to Monitor Village Using Mobile Application”, South 
Asian Journal of Engineering and Technology, Vol. 8, no.s1, 2019. 

 



 


