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Abstract: The first effort in learning about plants is observing plant features. This project developed a plant search system that 
allows users to do a search even when they do not know the plant name simply by observing plant characteristics. The system 
consists of a plant features, searches for the features according to the input features, and returns the leaves with selected 
clusters.  
At present, leaf classification uses machine vision to extract and analyze color, size, shape, and surface texture. However, the 
proposed extraction margin method can only be carried out roughly and there is still a difference between the margin of the 
extracted shape, polygon, and the margin of the shape of the original image.  
This project clusters the leaves using image area size, pixel color values similarity, based on brightness values of the image and 
leaf shapes.  
In addition, the project aims in finding the rots in the leaves. Based on the count of pixels of rot colors, the total rot percent in 
the leaf is calculated and displayed. This assists in evaluating the leaf quality. If future researchers were to expand to other 
features, leaf apex, etc., even those that are hard to quantify, can also be quantified. The project is designed using R Studio 1.0. 
The coding language used is R 3.4.4 
Keywords: Hue Saturation Value, K-Means, Gray Level Co- occurrence Matrix, Classification. 

I. INTRODUCTION 
Currently, most plant search systems use RFID or QRCode to obtain plant information. However, these two technologies have 
specific hardware requirements that must be setup in advance to carry out scanning and sensing through a mobile phone to find the 
name of the plant.  
Since the variety of plants is very diverse and covers a wide range, these two methods have regional limitations. Some researchers 
have attempted to classify different tobacco leaves using the Fuzzy Function. Their auto-inspecting and grading system uses 
machine vision to extract and analyze color, size, shape, and surface texture. However, the proposed extraction margin method can 
only be carried out roughly and there is still a difference between the margin of the extracted shape, polygon, and the margin of the 
shape of the original image.  
Therefore, to improve the method for capturing the plant outline, this study proposes a Centroid-Contour distance to capture the 
outline of the plant features and the distance from the center point to each margin point to more accurately quantify the plant 
features of the original image. 
 

II. LITERATURE REVIEW 
In this paper [1] the authors stated that most of classification, quality evaluation or grading of the flue-cured tobacco leaves are 
manually operated, which relies on the judgmental experience of experts, and inevitably limited by personal, physical and 
environmental factors. The classification and the quality evaluation are therefore subjective and experientially based. In this paper, 
an automatic classification method of tobacco leaves based on the digital image processing and the fuzzy sets theory is presented. A 
grading system based on image processing techniques was developed for automatically inspecting and grading flue-cured tobacco 
leaves. This system uses machine vision for the extraction and analysis of color, size, shape and surface texture. Fuzzy 
comprehensive evaluation provides a high level of confidence in decision making based on the fuzzy logic. The neural network is 
used to estimate and forecast the membership function of the features of tobacco leaves in the fuzzy sets. The experimental results 
of the two-level fuzzy comprehensive evaluation (FCE) show that the accuracy rate of classification is about 94% for the trained 
tobacco leaves, and the accuracy rate of the non-trained tobacco leaves isabout72%. They believed that the fuzzy comprehensive 
evaluation is a viable way for the automatic classification and quality evaluation of the tobacco leaves. 
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III. PROPOSED METHOD 

 
Figure 1 The proposed methodology contains three major steps  

 
Automatic detection of plant diseases is an essential research topic as it may prove benefits in monitoring large fields of crops and 
thus automatically detect the symptoms of diseases as soon as they appear on fruits or plant leaves. The proposed system is a 
software solution for automatic detection and classification of fruits or plant leaf diseases. The developed processing scheme 
consists, color transformation structure for the input RGB image is created, then the rotted area is detected using specific threshold 
value followed by segmentation process, the texture statistics are computed for the useful segments, finally the extracted features 
are grouped as small, medium and big. Process is carried out to find the diseased region using color values and the plant diseases 
are graded by calculating the quotient of disease spot and leaf areas. 

IV. MODULE DESCRIPTION 
A. Image Selection 
In this module, the betel leaves images are submitted to the system as input.  The leaf brown spot diseased leaves are taken in this 
module. Images are taken in a controlled environment and are stored in the JPEG format. These are submitted to the clustering 
processes as well as rot identification. 

B.  Color Values Extraction  
In this module, the betel leaves images pixels colors areretrieved with their red, green and blue components values. They are used in 
pixel color value similarity checking modules. 

C.  Cluster Based on Area Size 
In this module, the betel leaves images dimensions are retrieved using dim() from ‘bmp’ library and are saved in a vector. The 
minimum and maximum area size are found out and the difference is divided by three to get range size. Then range1 is calculated as 
minimum value and ‘minimum value’ plus ‘range size’. Then range2 is calculated as ‘minimum value’ plus ‘range size’ and 
‘minimum value’ plus 2 * ‘range size’. The range 3 is calculated as minimum value and ‘minimum value’ plus 3 * ‘range size’. 
Then the sizes within these ranges are clustered in their respective clusters. 

D.  Cluster Based on Pixel Color Values Similarity 
In this module, the betel leaves images colors are retrieved and are saved in a vector. Then an image is compared with other image 
pixels’ red, green and blue component values.  If matched, then the variable is incremented. Then the total similarity count is stored. 
This logic repeated for all the images. Then the similarity percent fell within 33% are grouped in one cluster, within 66% are 
grouped as the next cluster and the remaining as third cluster. 
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E. Cluster Based On Brightness Values Count 
In this module, the betel leaves images brightness values are retrieved and are saved in a vector. Then an image is compared with 
other image pixels’ brightness values.  If matched, then the variable is incremented. Then the total similarity count is stored. This 
logic repeated for all the images. Then the similarity percent fell within 33% are grouped in one cluster, within 66% are grouped as 
the next cluster and the remaining as third cluster. 

F.  Cluster Based on Leaf Shape 
In this module, the betel leaves images distance total from midpoint to all the edge pixels are calculated and are saved in a vector. 
Then an image is compared with other image distance total values.  The unique distance values are used for clustering the images 
with shape as feature. 

V. ROT AREA CALCULATION 
In this module, the betel leaves images grayscale values are calculated and are saved in a vector. Then an image is compared with 
whiter area pixels and black area pixels. Then the percent of white area is found with total black area pixels to find the rot percent of 
the leaf image. 

A. Rot Area Calculation Formula 
Here, the betel leaves images grayscale values are calculated and are saved in a vector. Then an image is compared with whiter area 
pixels and black area pixels. Then the percent of white area is found with total black area pixels to find the rot percent of the leaf 
image. 
The minimum and maximum area size are found out and the difference is divided by three to get range size.  
Range1 = minimum value + range size 
Range 2 = minimum value + range size + (minimum value+2) * range size 
Range 3 = minimum value +3 * range size 

VI. NEURAL NETWORK ALGORITHM 
In Proposed system we are using neural network algorithm. Artificial Neural networks (ANN) or neural networks are computational 
algorithms. It intended to simulate the behavior of biological systems composed of “neurons”. ANNs are computational models 
inspired by an animal's central nervous systems. It is capable of machine learning as well as pattern recognition. 

 
Figure 2Encoding the Image 
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Figure 3 Finding the rot percentage in leaf 

 

 
Figure 4 Leaf image clustering 

 
Figure 5 Final output barchart 
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VII. CONCLUSION 
This project developed a plant search system that applied some features and clustered them using an adaptive approach. The first 
method used was the Centroid-Contour distance to quantify some features and combine the Fuzzy Function theory; the second 
method used was similarity based on area, brightness values, and pixel color similarities. The method with high efficiency can be 
applied for other search query systems besides plants and can be easily applied to other systems with the concept of quantifying 
feature similarities for applications. It is believed that almost all the system objectives that have been planned at the 
commencements of the software development have been net-with and the implementation process of the project is completed. A 
trial run of the system has been made and is giving good results. The procedures for processing is simple and regular order. The 
process of preparing plans has been missed out which might be considered for further modification of the application. In future, this 
project may find the similarity using rots present in the leaves. 
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