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Abstract: TF-IDF, term frequency-inverse document frequency, is used to evaluate the relevance of a word to a document in a
collection. It is used in information retrieval and text mining field. In this technique, the weight of the word is calculated which
signifies the importance of the word in the document. This paper discusses about the approach to determine TF-IDF for
documents in Gujarati language, which is a morphologically rich Indo-Aryan language. The approach calculates TF-I1DF,
based on the method to find the frequency of the words in the document. The system shows significant results, which is discussed
in detail.
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I. INTRODUCTION
Guijarati is the language of Gujarat, a western Indian state, and is spoken by 70% of the state's population. Apart from Gujarat, it is
widely spoken in the states of Maharashtra, Rajasthan, Karnataka and Madhya Pradesh and also around the world. Gujarati is
morphologically rich Indo-Aryan language and derived from Devnagari script.
TF-IDF is an information retrieval technique wherein a word’s term frequency (TF) and its inverse document frequency (IDF) is
calculated [1][2]. The product of TF and IDF, is the tf-idf weight of that word. The weight signifies the importance of the word
based on the number of times it appears in the document. Generally, to calculate the tf-idf the following steps are required:
1) Tokenization: the text is divided into smaller tokens. Further, the tokenization can be done at sentence level and word level.
2) Term Frequency (TF): it calculates the number of times each word appears in the document.
3) Document Frequency (DF): it specifies the number of documents that has the term.
4) Inverse Document Frequency (IDF): it signifies the importance of the term. It helps to find the important terms that can provide
specific document context.
Il. LITERATURE REVIEW
The term-weighting function IDF was proposed in 1972, and has since been widely used, usually as part of a TF*IDF function [3].
A lot of work has been done in English language for NLP tasks. Apart from English, research on other Indian languages is also seen
but is at its initial stage.
Abu-Errub et al. [4] proposed a method for Arabic text classification. The system compares the document with pre-defined
document categories based on its contents using the TF-IDF measure. The document is further classified into the appropriate sub-
category using Chi Square measure. The experimental results shows the classification of the tested documents to its appropriate sub
category.
Chan et al. [5] proposed a method to enhance the effectiveness of news classification. They used term frequency in news segment to
train the weighting of each category of each term. Further, they classified the test news based on the weighting.
Dhar et al. [6] worked on categorizing Bangla text documents of online web corpus using standard features as well as machine
learning approaches. They used TF-IDF feature with dimensionality reduction technique (40% of TF) for precision.
Jayashree et al. [7] proposed an algorithm that extracts keywords from pre-categorized Kannada documents. They combined GSS [8]
coefficients and TF-1DF for extracting key words for summarization.
Rakholia et al. [9] proposed a system wherein Naive Bayes (NB) statistical machine learning algorithm is used along with TF-IDF
approach to classify Gujarati documents.
As seen from the literature review, TF-IDF is an important technique used by researchers for document classification as well as
language processing tasks.
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111.DISCUSSION
A. Term Frequency
Generally, the term tf-idf is the combination of two terms: Term Frequency (tf) which specifies the number of times a word appears
in a document [10][11][12]. For example, document ‘D1’ is having 1000 words, and the word “H&HL” appears 20 times in the
document. The frequency of the word, highly depends on the length of the document. If the document is large, the term “u{H|”
may appear more number of times compared to the document of small size. This does not make the longer document more
important than the smaller one. To resolve this issue, the number of times a word in the document is divided by the total words in
the document.
tf(t)=(Number of times term “t” appears in a document d)/(Total number of terms in the document d) 1)
In our example, the term frequency of the word “W&UHL” will be:
tf = 20/1000 =0.02

B. Inverse Document Frequency
As discussed, term frequency gives how frequently the word appears in the document [1][10][12]. However, it treats all terms in the
document equally, so the occurrence of less important terms such as "the", "is", "of" and so on (also known as stop words) in the
document is also calculated. The inverse document frequency helps in resolving this issue. It decreases the weight of terms that
occur frequently while increases the weight of terms that occur rarely.
For example, we have 3 documents and the term “wHL” is present in two of the documents, so the inverse document frequency
can be calculated as:

idf (t) = log_e((Total number of documents)/(Number of documents with term t in it)) 2

idf (asthma) = log_e(3/2) = 0.651
Finally, the tf-idf is calculated by:

TF-IDF = tf x idf (3)

IV.METHODOLOGY
The proposed methodology is implemented using the standard approach to find the tf-idf [2]. As discussed, the steps to calculate the
tf-idf are tokenization, term frequency and inverse document frequency. Figure 1 shows the approach.
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Fig. 1 Approach to find tf-idf
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A. Algorithm for tf-idf Generation
1) Input: Gujarati text
2) Output: tf-idf of each word in the document
Begin
a) For each Document D in the corpus
b) Tokenize the document into words
c) For each term in the document, calculate the term frequency
d) For each term in the document, calculate the inverse document frequency
e) Calculate the tf-idf parameter
f)  Generate the output showing the tf-idf of each term
End
In the pre-processing step, the words in the document are tokenized using iNLTK, natural language toolkit for Indic languages. In
the next stage, a function to calculate the term frequency (tf), takes the dictionary containing the pre-processed words and creates
the term frequency of the words. Term frequency is calculated as per the formula (1). Next, the function, inverse document
frequency (idf) calculates the idf as per the formula (2). Finally, after having the tf and idf values for each word, tf-idf is calculated
using the formula (3).

V. EXPERIMENTAL RESULTS
The algorithm is implemented using Python language. The performance of the tf-idf algorithm has been evaluated using the
documents on medical domain collected from different medical resources. As the medical literature is not easily available in
Guijarati language, the documents were translated from English to Gujarati. For the experiment, we started with simple sentences in
Guijarati and then with set of paragraphs. The results of the experiments are given in Figure 2 and Figure 3.
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The experimental results show that the tf-idf values for the words in the document given as output of the code, works efficiently for
a set of inputs. The program gives results as expected and satisfactory for a small size dataset, but needs to be refined for a large
dataset. In addition, some pre-processing techniques like stop-word remover, stemmer needs to be implemented for better results.
The improvement in tf-idf algorithm will enhance the accuracy of text classification results and other NLP tasks.

VI.CONCLUSIONS

In today's world of big data, tf-idf technique is simple and powerful tool which can further help in NLP tasks. This paper we have
discussed the approach to find the tf-idf feature vector for Gujarati texts. This can further help in many applications of linguistic
computing. The research in Gujarati language is in its initial stage as compared to other languages such as English and Hindi and a
lot of work needs to be done.
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