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Abstract: The purpose of this paper is to introduce Artificial Neural Network (ANN) and to make it simple to understand its 
structure by comparing it with the biological nervous system of animals and to find propagation techniques. It helps to 
understand it clearly when working on more complex projects in fields of Artificial Intelligence or Machine Learning. ANN is 
used to simulate the human thought process by mimicking processes of the biological nervous system and it helps to find optimal 
output solutions for specific input conditions. 
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I. INTRODUCTION 
As the name suggests, Artificial Neural Network is a manufactured nervous system which helps to mimic human thought process by 
using nodes to replace the vast amount of neurons in the brain of humans. ANN is used to do specific tasks like classifying data, 
pattern recognition by using its learning process. The advantage of ANN is a neural system can be used to calculate results to 
nonlinear information, which means the more complex the neural network is the more data it can learn if ta neural system is 
complex enough it can learn anything. ANN uses a parallel distributed processing system so even it fails to process it will continue 
because of its parallel processing [1]. Its accuracy is dependents on the amount of training it keeps on increasing itself from previous 
successes and failures. It stores all its previous inputs and outputs so that it can develop itself by comparing both produced and 
required outputs.  

II. STRUCTURE OF BIOLOGICAL NEURAL NETWORK (BNN) 
The human brain is a complex computer there is it will help to solve problems [2][3]. Neurons are building blocks of the human 
nervous system. The nervous system is part of the animal, which is used to transmit signals throughout its body. Neurons act as the 
road for the delivering message. The nervous system consists of neurons and nonneuronal cells. Neurons are used to transmit the 
message from the brain to different parts of the body in form of electric impulses, whereas non-neuronal cells are used to maintain 
homeostasis and protect and support neurons. In the brain of a human being, there are eighty-six billion neurons and eighty-five 
billion nonneuronal cells. 

 
Fig.1. Structure Biological Neural Network 

All neuron cells in an animal body are interlinked to each other to transfer data from the brain to all other cells in the body like 
muscles, glands. Neurons consist of three major parts: soma or cell body, dendrites, and axon [4]. 
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A. Dendrites 
Dendrites are used to receive data from neuron to neuron, these are parts of neurons that are specialized to receive messages in form 
of chemical signals. Dendrites convert this chemical signal into electrical signals in form of electrical impulses to transfer this signal 
to different cells. 

B. Soma 
Soma is also known as the Cell body, is used to carry genetic information through the neuron. This is the core of the neuron; this is 
used by the neuron to maintain its structure. Soma collects all the information gathered by Dendrites and processes this information 
before sending it to other cells. A neuron is connected to many other neurons and Soma decides to which neuron this information 
should be sent. Soma contains the nucleus of the cell and other specialized organs. 

C. Axon 
Axon or Nerve fiber is used to connect one neuron to another, this takes information in form of electrical impulses from the cell 
body and transmits it to the interconnecting neurons. The length of the neuron is considered by the length of the axon. Axon's length 
varies by the parts of the body it is connected to. This is used to transfer chemical and electrical information signals to different cells 
like other neurons or muscle cells. 

D. Synapse 
Synapse is the small gap between two neurons. This gap is used to transfer electrical impulse signals from neuron to neuron. This is 
not part of a neuron, because it is not a part it is the name of space between two neurons. The smaller this space is the better 
information is transferred between neurons. Synapse is important in brain function. These are used to transfer information or data to 
other neurons or the targeted cells. 

III. STRUCTURE OF ARTIFICIAL NEURAL NETWORK (ANN) 
In computational systems, ANN is used to create thought processes. It is used to mimic Biological Neural networks by using nodes 
to replace neurons [5][6]. These nodes are called artificial neurons or processing elements (PE) [7]. Input is given to ANN in form 
of patterns and vectors, ANN uses a mathematical approach to process this input data and finds patterns in the model [4]. 

 
Fig.2. Structure Artificial Neural Network 

For every input and output, there has to be a different type of structure to perform a certain task. This structure is defined by the 
perceptron algorithm. Perceptron is an algorithm or a function that helps in mapping input “x”, this will multiply with the weight of 
the function to generate an output function of value “f(x)”. The structure of ANN consists of three types of nodes: Input nodes, 
Hidden nodes, and Output nodes [4]. Input nodes collect information from the programmer and transfer this collected data to the 
successive nodes which are hidden nodes. Hidden nodes gather this information provided by input nodes and perform functions on 
this data and transfer this to the next node this will do the same until the data is transferred to the output node. Output nodes gather 
this data to produce an output value. 
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IV. AND LOGIC GATE PERCEPTRON MODEL 
Given below is a figure of a feedforward structure of AND logic gate. 

 
Fig.3. AND Logic Gate ANN Structure 

AND gate is a logic gate that performs a specific multiplication operation, it multiplies all the inputs and produces the output 
according to its truth table. In AND logic gate output value will be HIGH (1) if and only if all the input values are HIGH, and the 
output value will be LOW (0) if any of the input values are LOW. 

 
Fig.4. Basic AND Logic Gate 

The Truth Table of this circuit of AND logic gate is given as: 

 
Fig.5. Truth Table of AND Logic Gate 

This perceptron model is proposed by Minsky-Papert, it solves few limitations set by the McCulloch-Pitts neuron (M-P neuron) 
model. In the M-P neuron model inputs are limited to the Boolean values, this new perceptron model solves this problem by adding 
weights to each input. By giving them weights these inputs will have priorities. 

In ANN structure of AND logic gate output value will be HIGH (1) if the product of input and its weight is a positive value, 
Otherwise it will be LOW (0). 
Therefore, output “Y” is given as: 
Y=∑ Wi ∗ Xi௡

௜ୀଵ = (W1*X1)+(W2*X2)+(W3*X3) 
By observing the truth table and the above equation we can derive the following formula:  
Y= 1, if ∑ ܹ݅ ∗ ܺ݅௡

௜ୀଵ  ≥ θ 
  = 0, if ∑ ܹ݅ ∗ ܺ݅௡

௜ୀଵ  < θ 
Here theta (θ) is the arbitrary threshold. By sending theta to another side of the formula this equation can be rewritten as: 
Y= 1, if ∑ (ܹ݅ ∗ ܺ݅)௡

௜ୀଵ - θ ≥ 0 
  = 0, if ∑ (ܹ݅ ∗ ܺ݅)௡

௜ୀଵ - θ < 0 
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By adding one more input to the logic gate and having negative theta (-θ) as its weight arbitrary threshold can be removed from the 
equation.  

 
Fig.6. Updated Perceptron Model 

In this model weight of the newly added input is W0= -θ and the input value will be X0= 1. So the output value will be given as: 
Y= 1, if ∑ ܹ݅ ∗ ܺ݅௡

௜ୀ଴  ≥ 0 
  = 0, if ∑ ܹ݅ ∗ ܺ݅௡

௜ୀ଴  < 0 
Where X0= 1 and W0= -θ. 
From this, it is clear that a perceptron can be divided into two halves, positive and negative halves. Inputs that produce HIGH (1) 
value are stored in the positive half, and inputs that produce LOW (0) value are stored in the negative half. This proves that 
perceptron will be stored in the Linear separable function.  
This method is also used to make other logic gates like OR, NOT, XOR. 

V. PROPOGATION TECHNIQUES 
In ANN there are two types of propagation methods, they are: 
1) Forward Propagation 
2) Backpropagation 
In both propagation techniques, the execution will be different. 

A. Forward Propagation Technique 
In the forward propagation model, the data flow will start at the input layer and data will keep going to its successive node until it 
reaches the end [8]. 

 
Fig.7. Forward Propagation Model 

In this, every hidden node weights different importance, so the output can be calculated as follows: 
Let, 
W1- Weight of node H1 
W2- Weight of node H2 
W3- Weight of node H3 

H1= ∑ Wi ∗ X1௡
௜ୀଵ  

H2= ∑ Wi ∗ X2௡
௜ୀଵ  

H3= ∑ Wi ∗ X3௡
௜ୀଵ  

Y= f(H1,H2,H3) 
Here, f(.) is the function performed by the activation function node. 
The forward propagation technique is useful for assuming the output of the function and is also used in hypothesis problems. This is 
used only in supervised learning processes because in this method data or information is transferred in a forward process, that is 
from the input nodes to the output node. 
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B. Backpropagation 
The backpropagation model is used to reduce the errors in the output function of the model, it is used to train the program. In this 
model, if there are any errors in output then this value along with the expected output value are sent to previous nodes to rectify 
these errors [9]. 

 
Fig.7. Backpropagation Model 

The total error is calculated by subtracting the expected output value from the observed output value. 
Error= Expected Output-Observed Output 
After finding the error, it will be used to update weight for minimizing the errors [10]. Partial differentiation of error with weight is 
needed in finding the updated weights. This partial differentiation will be multiplied with a small value called Learning Rate (η). 
This will produce the error between actual weight and given weight. So given weight value will be subtracted with the error function 
value. 
W1= W1- (η*∂(error)/ ∂(W1)) 
W2= W2- (η*∂(error)/ ∂(W2)) 
W3= W3- (η*∂(error)/ ∂(W3)) 
After updating, the output value will be calculated again this process will be until the output will get close to the expected output, 
and the error is almost negligible.  

VI. CONCLUSION 
This paper is focused on the similarities between the biological neural network and the artificial neural network to understand its 
structure and process, also on the Perceptron concept, and explain the perceptron model with an example of AND logic gate. In this 
paper, we also pointed out the propagation techniques. This paper will help to understand the concepts of neural network models 
and their propagation techniques. 
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