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Abstract: We represent a method for image segmentation using a single short detection (SSD) and deep neural network. The 
main objective of an image segmentation is to divide up an image into many segments for further analysis, so we can get the only 
essential or a piece of information. The partitioning the image will be based on some image features like colour, texture, pixel 
intensity value etc. Our approach discretizes the output space of bounding boxes into a set of default boxes over different aspect 
ratios and scales per feature map location. At prediction time, the network generates scores for the presence of each object 
category in each default box and produces adjustments to the box to better match the object shape. Additionally, the network 
combines predictions from multiple feature maps with different resolutions to naturally handle objects of various sizes. SSD is 
simple relative to methods that require object proposals because it eliminates proposal generation and subsequent pixel or 
feature resampling stages and encapsulates all computation in a single network. This makes SSD easy to train and 
straightforward to integrate into systems that require a detection component.  
Keywords:  Image Segmentation, single shot detector (SSD), CNN. 

I. INTRODUCTION 
The Project focuses on detection of image as an input and compares it with the model neural network data which is provided. The 
aim of the project is to detect the multiple objects inside of image at different positions which is detected by the algorithm using for 
loop. In this project there are fixed number of classes and variables are present. Which means you need to provide the type of object 
name that could be present in the input picture and included in the provided model. We are using python different - different 
methods or single shot detector (SSD) algorithm for better use. We summarize our contributions as follows: We introduce SSD, a 
single-shot detector for multiple categories that is faster than the previous state-of-the-art for single shot detectors (YOLO), and 
significantly more accurate, in fact as accurate as slower techniques that perform explicit region proposals and pooling (including 
Faster R-CNN).The core of SSD is predicting category scores and box offsets for a fixed set of default bounding boxes using small 
convolutional filters applied to feature maps. To achieve high detection accuracy, we produce predictions of different scales from 
feature maps of different scales, and explicitly separate predictions by aspect ratio. 
These design features lead to simple end-to-end training and high accuracy, even on low resolution input images, further improving 
the speed vs accuracy trade-off. Experiments include timing and accuracy analysis on models with varying input size evaluated on 
PASCAL VOC, COCO, and ILSVRC and are compared to a range of recent state-of-the-art approaches. 

II. REVIEW OF LITERATURE 
1) K. Srinivasan (2017):   This method is reliable for calculating boundary region of broken images. Hence many images which 

are unknown information can adopt this method for boundary calculation. 
2) Dr. N. R. Anantha Narayanan (2019): This paper focus on Indian based temples. Broken sculpture and ruined images in the 

temples are to be restored. Sculpture images are taken through photographs it is compared with similar type of images using 
adaptive segmentation along with machine learning. 

3) Rajeev Ranjan (2017): We present a multi-purpose algorithm for simultaneous face detection, face alignment, pose estimation, 
gender recognition, smile detection, age estimation and face recognition using a single deep convolutional neural network 
(CNN). The proposed method employs a multi-task learning framework that regularizes the shared parameters of CNN and 
builds a synergy among different domains and tasks. 

4) Dweepna Garg (2018): The accuracy in face detection using the traditional approach did not yield a good result. This paper 
focuses on improving the accuracy of detecting the face using the model of deep learning. The paper compares the accuracy of 
detecting the face in an efficient manner with respect to the traditional approach. 
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5) Xin Zheng (2018): The method of determining K is optimized, and the loop is used to compare the number of connected 
domains that meet the requirements in the final step, and when they are equal, the K value is selected correctly. This innovation, 
compared with other traditional methods such as elbow method, can save a lot of code, save time and improve efficiency.  

6) Jun-Cheng Chen (2018): We propose a unifying framework to simultaneously detect face, fiducial points, and head pose in 
real-time. In addition, since no single dataset contains all the required and best annotations, we develop a progressive training 
strategy to overcome the annotation discrepancy across different datasets. Extensive experiments on face detection, fiducial 
detection, and pose estimation benchmarks demonstrate the proposed approach can achieve comparable performance to a state-
of-the-art system but runs 60 times faster. (i.e., 20 frames per second). 

7) Diego Oliva (2015): We have studied the most important methods of image segmentation and how they are extended and 
improved using metaheuristic algorithms. Metaheuristic algorithms used in various fields of science and technology as the 
demand for new methods designed to solve complex optimization problems increases.   

8) David L. Donoho (2002): We describe a four-level hierarchy of beamlet algorithms. The first level consists of simple 
procedures which ignore the structure of the beamlet pyramid and beamlet graph; the second level exploits only the parent-child 
dependence between scales; the third level incorporates collinearity and co-curvity relationships; and the fourth level allows 
global optimization over the full space of polygons in an image. 

9) Claudia Kuenzer (2020): We have studied how Normalisation schemes such as batch normalisation is used to make supervised 
training of deep networks possible and faster. 

10) Sashuang Sun (2018): The proposed method availably dealt with small similarly connected domains, which resulted in a more 
accurate final recognition result and a more stable and universal algorithm 

 
III. METHODOLOGY 

First of all we provide input before that we must create a specific data set.  and for the dataset, we must generate the proper database 
in which we transfer the proper dataset as  image class  through that the neural network will be generated which probably helps to 
train the data sets , which extension is .Proto model and .Cafe model. 
A neural network  is a series of algorithms that endeavour's to recognize underlying relationships in a set of data through a process 
that mimics the way the human brain operates. What that means when we pass the specific dataset the neural network go through the 
specific data set and identify the outlines  of  dataset and compare with another datasets.After all the single shot algorithm compare 
and prioritise the specific data set  as (%) with neural network dataset outlines  and then it will identify the specific type of 
data.High detection accuracy in SSD is achieved by using multiple boxes or filters with different sizes, and aspect ratio for object 
detection. It also applies these filters to multiple feature maps from the later stages of a network. This helps to perform detection at 
multiple scales.  
1) Additional Convolution Layers to Detect Objects: To the base VGG network, we add additional convolutional layers for 

detection. Convolutional layers at the end of the base network decrease in size progressively. This helps with detection of 
objects at multiple scales. The convolutional model for detection is different for each feature layer. Prediction for the bounding 
boxes and confidence for different objects in the image is done not by one but by multiple feature maps of different sizes that 
represent multiple scales. 

 
A. Project Design 

DFD 
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Flowchart 

 
IV. CONCLUSION 

This project introduces SSD, a fast single-shot object detector for multiple categories. A key feature of our model is the use of 
multi-scale convolutional bounding box outputs attached to multiple feature maps at the top of the network. This representation 
allows us to efficiently model the space of possible box shapes. We experimentally validate that given appropriate training 
strategies, a larger number of carefully chosen default bounding boxes results in improved performance.and also focused on CNN 
method for appropriate database and training the datasets. 
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