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Abstract: Nowadays problems and solutions in technology is mostly related to data. From a single individual to the whole world 
there comes an importance for data. Data mining, Data visualization, Data extraction etc. came into existence from this 
importance. Now we are in a world where everything is going to be automated. Artificial Intelligence, machine learning and 
deep learning are becoming more and more advance in these days. All these technologies paved the way to Data science. Data 
science is the study of data. The goal of Data Science is to gain insights and knowledge from any type of data. This paper 
proposes a step by step procedure of handling of data. The first step in data preparation is data collection. The data should be 
much large in size. After data collection the data should be loaded .When the data is been loaded successfully, it should be 
carefully analyzed in-order to find what all cleaning procedures are required to apply on it. Then the data should be cleaned by 
various methods. This step will include handling of missing values, removal of unnecessary features and after cleaning the data, 
the next step is feature engineering and dimensionality reduction. After that, the data is analysed to detect the outliers and they 
are removed efficiently. After Outlier removal unnecessary data’s are also removed, because this is the last step of our data pre-
processing. The next step after pre-processing the data is the machine learning model building, where we are going to predict the 
price of apartments. We are using k-fold-cross-validation and GridSearchCV to analyse the best algorithm as well as the best 
parameters. The main step of the proposed system is that we are going to analyse all the possible machine learning algorithms on 
this data set and thereby cross validate them to extract the best score to analyse the best algorithm of all the algorithms applied. 
The best algorithm that we found will be used to build the model. 
Keywords: Machine learning, Data-visualization, Data-cleaning, Feature Engineering, Outlier detection, Dimensionality 
reduction, K-Fold-Cross-Validation. 

I. INTRODUCTION 
“Data plays an important role in the current world. Whichever the situation or field we take, there comes an inevitable role of data. 
Today, in the current pandemic world too, we know that data is extremely useful. Data Science is the emerging technology which 
deals with the data to showcase and extract the real time usefulness of data. This paper proposes the methods of applying the 
concepts of data science upon a machine learning model. In Business, Health, Science, Education, and Finance and in every such 
field there exists an extraordinary presence of data. The raw data which is available to us is of no use. Because it is huge in size and 
difficult to interpret. In-order to find the inner meaning or the relevant information contained inside data, we have to work on data. 
This highlights the importance of data science. 

II. METHODOLOGY 
Raw data consists of many missing values, unnecessary values, and many other problems. In order to get relevant information from 
the data, have to study the data and extract the needed information from the data. Data is abundant in the present scenario but 
without data science the data is not useful as needed. Various steps involved in the proposed system are data collection, data 
analysis, data cleaning, feature engineering, dimensionality reduction, outlier detection and removal, model building, K-Fold-Cross-
Validation and Grid-search-CV. 
 
A. Data Collection. 
Data is the resource we need to visualize the role of data science. Data is huge in size and found everywhere. But collecting useful 
and relevant data is a tedious process. There are various methods available to extract the data. Certain data are available for free and 
certain data can be bought for money.Kaggle.com is a platform where we can find datasets available for free. Data collected should 
be relevant to our problem set. Different forms of data are available today. This paper focuses on structured data. Mainly numerical 
data. Numerical data is the data which contains numbers as its data points.  
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B. Data Analysis. 
The data is analysed carefully in-order to find the problems of the data. The data contains missing values, unnecessary values and 
Outliers. Sometimes it requires assumptions and sometimes it requires business logic and sometimes it requires technical knowledge 
to deal with the data. 
 
C. Data Cleaning 
The first step in data cleaning is handling the missing values. The python function “is null ()” can be used to find the null values 
present in the dataset. The rows with null values can be removed if they are negligible in size .Otherwise the missing data points can 
be substituted by the average of similar data points. Unnecessary columns can be removed in this stage. There will be so many 
numbers of columns in the dataset. Some data columns will be crucial to the prediction process. Some will be extremely irrelevant. 
Some will be relevant but can be removed if they are assumed to be irrelevant according to the problem statement. Each and every 
column of the dataset should be cleaned to make the column values consistent. Considering one column will lead us to various 
diversities and we have to deal with it accordingly. Sometimes one column will have values of different data types or of different 
forms. Some can be neglected and the rest have to be handled wisely. If the data is cleaned efficiently the model will be 
proportionally efficient. 
 
D. Feature Engineering. 
Feature Engineering is the process of extracting relevant feature from the dataset. The feature will be useful for model building or 
for any data pre-processing steps. The Feature we build for the purpose of data pre-processing can be dropped if it is no more in use. 
These features play an important role in data pre-processing. 
 
E. Dimensionality Reduction. 
Upon exploring the dataset, sometimes we can find columns of data with high dimensionality curse or high dimensionality problem. 
It will be hard to handle such data points. So in-order to avoid such an issue in the future we should analyse the data in the pre-
processing stage itself. Rows will lesser number of data points can be grouped together to “Other” category. This is the most 
effective way to handle high dimensionality problem. In our proposed system there is a categorical data column which faces high 
dimensionality problem or dimensionality curse. The data points with lesser number of data points have been found by using python 
group-by function applied upon location column. The rows with lesser number of data points can be categorized into “Other” 
category. 
 
F. Outlier Detection and Removal. 
Outliers are those data points which deviate from the normal data points. Various data visualization techniques and various business 
logics can be used in finding outliers. Scatter plot is widely used for outlier detection. Various common business logic can also be 
used to find the outlier values from the data. After finding the outliers we can remove them from our dataset to make our dataset 
efficient as much as possible. Efficient dataset leads to efficient prediction model. 

 
Fugure1.Scatter plot 
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Figure 2.Histogram 

 
G. Model Building 
The model for predicting the price of the apartment can be built by using regression algorithms. The dataset is divided into training 
and testing dataset. Training data is used to train the model and testing data is used to test the model. In the proposed system 20 
percentage is the testing data and 80 percentage is the training data. Linear regression, Lasso Regression, Decision Tree etc. can be 
used to build the model. But here comes the problem of finding the best algorithm for building the model. First we can build the 
model using Linear Regression and then move forward to the later data science concepts. The proposed model provides 85 
percentage of accuracy on applying linear regression. 
 
H. GridSearchCV 
Python provides various tools and technologies for the data scientists, only we need is to use them efficiently. GridSearchCV is a 
python library used for finding the scores of the algorithms we provided. We can create a dictionary with the algorithms and their 
parameters and can provide it for finding the best algorithm and best parameters. Linear Regression, Lasso Regression and Decision 
Tree used for this proposed system and the output obtained clearly indicates that Linear Regression is the best algorithm to build the 
model. Even after building the model there comes a problem which is upon each execution of the algorithm it provides different 
results. So here comes another scenario to deal with the data. 
 
I. K-Fold-Cross-Validation 
In K-Fold-Cross-Validation the training and testing data is divided into k number of folds and each fold is a random selection of the 
other. This is a build-in python library which helps us to make the result optimized. Here in this proposed system, the dataset is 
divided into 5 folds.-- 

III. CONCLUSION 
In this paper, we have analysed various concepts of data science which is applied on a machine learning model for predicting the 
price of houses. From data collection to model building there arises various data in-consistencies and data problems .Data science 
and data visualization helps us to overcome the various abnormalities efficiently. Data cleaning is the most crucial step we have 
encountered and if it is 100 percentage efficient then the model can bring us a score more than 90 percentage. Each and every step 
leads us to a problem and with the help of various python libraries and data science the problems are solved efficiently. 

IV. FUTURE SCOPE 
Data-science is a trending and upcoming technology and hence it has a broader scope than any other fields. Also the need and 
amount of data nowadays is also tremendous .Here in the proposed system we are dealing with structured data. This idea can be 
extended to unstructured data as well. Nowadays there comes wide variety of dataset. Applying the data-science concepts upon such 
dataset can bring tremendous model building or advantageous results. Also Hybrid dataset and hybrid algorithms can be applied for 
increasing the efficiency of the model. Scope of data and therefore data science is unpredictable because such a huge requirements 
are present for the both. 
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