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Abstract: Sentiment analysis describes the overall sentiment behind the document or Sentence. SA is a field of NLP to analyze 
insights from social media mostly from Twitter, Amazon, Zomato, Trip Advisor, etc. Sentiment analysis of document or sentence 
generally categories as Positive, Negative, or Neutral. There are some drawbacks in machine learning and dictionary-based 
sentiment analysis, to overcome these issues hybrid approach works. In this research work, we discover a hybrid model for 
classification which is a combination of both machine learning and dictionary-based approach to enhance overall performance 
and accuracy and reducing the time and human effort required to manually labelling. In this paper, we performed labelling of 
the dataset according to their sentiment score using VADER lexicon-based technique and also evaluated multiclass classification 
using machine learning on restaurant reviews. This prediction can help to improve business service. This article also presents 
the study of several sentiment analysis classifier, tools and techniques and to perform sentiment analysis and provide future 
scope. 
Keywords: Sentiment analysis, Machine learning, Hybrid approach, VEDAR, Natural language processing (NLP). 

I. INTRODUCTION 
Sentiment analysis is part of  NLP which evaluates human-written texts. Sentiment analysis is used for identifying and analyzing the 
opinion of areas such as political reviews, spam email filtering, movie reviews, stock market prediction, blog posts, recommendation 
systems, comments, reviews of products, tweets, advertisements, etc.  The success of a business depends on its customer's likes and 
dislikes so, sentiment analysis is used to improve business. The result of sentiment analysis using machine learning depends on the 
chosen algorithm and libraries and the size or complexity of the dataset. Sometimes positive text also analyzed as negative or neutral 
and to classify reviews into multiple sentiment categories such as happy, sad, angry, Thrilled, depressed, frustrated, satisfied, 
confused, etc are challenging tasks. This research aims to study several tools and techniques to perform sentiment analysis. The 
processed restaurant review dataset contains comments, Likes, positive scores, negative scores, neutral scores, and compound scores. 
This research paper focuses on analyzing comments using a hybrid approach. VADER Rule-based lexicon and multi-class 
classification using machine learning approach applied to restaurant reviews for building a model that makes predictions about the 
probabilities that review belongs to which particular class from the three classes.  
Sentiment analysis classified into three categories based on the technique used to perform the classification. 

A. Lexicon Based Method 
B. Machine learning Based Method 
C. Hybrid Method 

 
1) Machine Learning (ML) Based Approach: ML is an automatic classification technique that performs classification by applying 

training and testing to make predictions.ML based classification technique categorized into supervised, unsupervised and semi-
supervised approach. In a supervised learning-based approach applied dataset should be labeled, and the unsupervised approach 
takes unlabeled data as input. Quality of Sentiment analysis using ML depends on chosen algorithm and methods such as 
countvectorizer, vectorization, data preprocessing, tokenization, IF-IDF model, a bag of words model, etc are further discussed in 
this paper. 

2) Lexicon Based Approach: The lexicon-based model involves a rules-based and dictionary-based approach which is a collection 
of words such as WordNet, SentiWordNet, etc, and a corpus-based approach. This method can be evaluated by calculating the 
score of text with emoticons. In this approach, compound scores can calculate by an average of positive, negative, and neutral 
scores of the particular review. 

3) Hybrid Approach: The hybrid model for sentiment analysis includes a rule-based lexicon and machine learning approach. A rule-
based approach is used to calculate a score according to a sentiment of a particular word or emoticon and based on that score we 
can label the reviews as positive, negative, or neutral. 
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II. LITERATURE REVIEW 

Table 1: Literature Summary 

Sr . Author Name Publication  Ref.  No. Features 
1 Annet John, AniceJohn,Prof. 

Reshma Sheik 
2019 IEEE [1] sentiment classification is performed using: (1)SentiWordNet 

(SWN)(2) hybrid lexicon (HYBRID) and (3)hybrid lexicon 
followed by Sentiment Adjustment Factors (H+S ADF). 

2 1Siva Kumar Pathuri 
2Dr.N.Anbazhagan 
3Dr.G.Balaji Prakash 

2020 IEEE [3] SVM, LR and with combined Bag-Boosting approach is used. 
- Achieved 94% accuracy. 

3 Thanh Le 2019 IEEE [2] Liu and SentiWordNetlexicons is applied for sentiment analysis of 
1)    Amazon dataset 2) IMDb dataset 3) Yelp dataset. 

4 F.M Takbir Hossain              
Md. Ismail HossainMs. 
SamiaNawshin 

2017 IEEE [15] -Used Natural language Toolkit (NLTK) for data preprocessing. 
-used Sci-kit learn library for building classification model. 
-Multinomial Naïve Bayes (MNB), Support Vector Machine 
(SVM) K nearest neighbor (KNN) and Linguistic Regression (LR) 
algorithms applied.  

5 Rachana Bandana 2018 IEEE [30] Python 3.4 and Natural Language Processing Toolkit (NLTK) are 
used. 

6 Rahul Vasundhara Raj 
Monika 

2019 IEEE [27] A literature survey shows that Support Vector Machine and Naïve 
Bayes technique has provided good and adept results on their 
respective datasets.  

7 NishaYadav,  Rajeev Kumar, 
Dr.BhupeshGourDr.AsifUllah 
Khan 

2019 IEEE [8] The hybrid approach is applied using Arcing Classifier and the 
NB(Naïve Bayes), SVM, GA(Genetic algorithm) models are built 
as base classifiers  to predict classification scores.  

8 K. Kaviya, C. Roshini, V. 
Vaidhehi and J. 
DhaliaSweetlin 

2017  IEEE [18] Lexalytic tool is applied which consists of a large dictionary of 
phrases that has sentiment values in different languages. 
-It has a sentiment score for each phrase for the analysis. 

9 Suvarna G Kanakaraddi 
Ashok K ChikaraddiKaruna 
C. Gull 

2020 IEEE [6] Machine learning algorithms: Support Vector Machine, Navie 
Bayes, Max Entropy, LSTM, CNN, Random forest are involved. 

10 Hemalatha, Ramathmika 2019 IEEE [4] Classification of Yelp reviews is performed using supervised 
learning:1. Naive Bayes 
2. Multinomial Naive Bayes 
3. Bernoulli Naive Bayes 
4. Logistic Regression 
5. Linear SVC (Support Vector Clustering). 

11 Meng Zhang 2020 IEEE [20] Sentiment classification model is applied based on sentiment 
lexicon and CNN algorithm. 

12 DimosthenisBeleveslis,  
Christos Tjortjis , 
DimitrisPsaradelis, 
DimitrisNikoglou 

2019 IEEE [7] -A Probabilistic classification method is applied (Random 
Forest,Decision Tree and XGBoost), supervised learning methods, 
a hashtag-based filtering is applied to each tweet in Greek regarding 
the recent European Elections. 

13 Bhavitha B K              Anisha 
P Rodrigues        Dr.Niranjan                             
N Chiplunkar 

2017 IEEE [25] Supervised Machine learning techniques are applied. 
 

14 R.AkilaS.Revathi 2020 IEEE [21] Naïve Bayes algorithms applied on McDonald’s data set. 
15 TarunAnand Vikrant Singh 

Bharat Bali Biswa Mohan 
SahooBasuDevShivhare Amar 
Deep Gupta 

2020 IEEE [22] Tweepy ,Matplotlib tools are used which Portrays advancement of 
technology. 
 
 

16 Aishwarya, ParthWadhwa, 
Prabhishek Singh 

2020 IEEE [5] -Positive and negative analysis of reviews. 
-Data fetched from twitter through API keys and twitter access 
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III. METHODOLOGY 
This section will go over the steps to perform sentiment analysis for the dataset, and issues with the dataset in addition to, data 
cleaning, text preprocessing and feature extraction using methods such as countvectorizer and Tfidf. This section mainly focuses on 
tools and techniques for sentiment analysis and performing several multiclass classifiers and rule based lexicon approach. 

 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 

Fig. 1: Proposed work flow diagram 
 

A. Data Preparation 
Restaurant Review is a dataset from Kaggle. The Dataset consists of total 1000 reviews. 

 
Fig. 2:  Comments 

 

tokens. 
17 RachmawanAdiLaksono,Kell

yRossaSungkono,RiyanartoSa
rno,CahyaningtyasSekarWahy
uni 

2019 IEEE [28] -Naive Bayes method on WEKA and a comparison with the 
TextBlob sentiment analysis is performed. 
-Naive Bayes method has 72.06% accuracy. 

18 Dimple TiwariBhartinagpal 2020 IEEE [29] -Summary of Articles provides contributions for SA ensemble 
techniques. 
-Still a lack of resources for other languages rather than English in 
the field of SA. 

19 Rathan M Vishwanath R 
HulipalledMurugeshwari P 
Sushmitha H.M 

2017 IEEE [10] -Survey on Sentiment Analysis. 

20 I. K. C. U. Perera            H.A. 
Caldera 

2017 IEEE [14] -“Dependency Parser” and “SentiWordNet” are applied. 

21  Chaithra V D 2019 IJECE [36] Naive bayes and sentiment VADER for analyzing sentiment of 
mobile unboxing video comments 
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B. Data Labeling using VADER  
VADER (Valence Aware Dictionary and sEntiment Reasoner is the rule-based lexicon dictionary that uses a sentiment intensity 
score for a particular word. VADER is generally used for social media texts. As shown in fig. 2 the dataset was labeled as scores 
according to the polarity of reviews and then an average score is calculated to get a compound score. In the next step based on 
compound score polarity of review is decided. 

 
Fig. 3: Scoring of reviews 

 
Fig. 4. Classification of reviews based on polarity 

C. Preprocessing Data 
Preprocessing step includes removal of stop words and also remove URLs, Letters, Special Symbols, prefixes, suffixes, plurals, 
tenses such that only root word remains to get the real sense. This step also includes Lemmatization and Stemming. 
1) Stemming: It is a procedure of normalizing text into its base form. Porter Stemmer algorithm is applied for stemming.  
2) Lemmatization: Lemmatization is a procedure of mapping different forms of words into their root word. 
3) Tokenization: Creating a matrix for the classification model and this process is known as tokenization. 

D. Bag of the Word Model 
We cannot use the text data directly into machine learning algorithms. To apply ML algorithms, we must have to transform the text 
to numeric feature vectors. TF-IDF and Countvectorizer applied for this. Since we are about to use the bag of words model, which 
creates a sparse matrix for words. We can count the frequency of a word that seems inside the dataset with Countvectorizer. TF-IDF 
uses a statistical method to do this. 

E.  TF-IDF Model 
Term Frequency (TF) is the calculation of how many times the same word appeared in the document. Sometimes if the size of a 
document is large some words may appear frequently. 

                    Number of time term appear in the document 

    TF =               Total Number of words in the document 

Inverse Document Frequency (IDF) measures the importance of the term. Certain words such as “food”, “and”, “this”, etc may 
appear many times but have less importance. Thus TDF is used to weigh down the terms which are frequently appeared. 
Scikit-learn’s TF-IDF Transformer library is used to transform a bag of words into a sparse vector of TF-IDF values.  
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The equations for the IDF  that are implemented in scikit-learn are:               

 
Where 푛푑 is a total number of words that appeared in the documents, and df(d, t) is the total number of document d which contain the 
token t. 
The TF-IDF equation implemented by scikit-learn: 

 

F. Sentiment Classification Using Multiclass Classifiers 
We employed cleaning and preprocessing of text data, performed feature extraction using methods such as count vectorizer and TF-
IDF (Term frequencies and inverse document frequencies). 
We performed Multiclass classification using: 
1) Logistic Regression 
2) SVC  
3) LinearSVC 
4) MultinomialNB  
5) XGBoost    

IV. RESULT AND ANALYSIS 

Table- 2:  Results Based on Classification Model 
Classification 
Algorithm 

Results 
Confusion Matrix Accuracy (in %) Precision Recall F1 Score 

Logistic Regression 

 

64% 0.65 
 

0.64   
 

0.64 

SVC 

 
 

64% 0.67  
 

0.67 
 

0.66 

Linear SVC 

 

65% 0.66 
 

0.65 
 

0.65 

MultinomialNB 

 

64% 0.67 
 

0.64 
 

0.65 

XGBoost 

 

67.5% 0.70  
 

0.68  
 

0.68 

 
1) Explanation: The Restaurant review dataset is split into two parts in which 20% of data is used in the testing set and 80% data 

is applied in the training part of the model. After training the machine learning classification model they predict the sentiment 
of a particular comment. A classification result also depends upon Training and Testing split values. LinearSVC, XG Boost 
,and Logistic Regression perform better than the other classifiers, with XG Boost having a slight advantage with an accuracy of  
67.5%. 

a) Confusion-Matrix: Confusion Matrix is the used to measure performance of a classification model where output can be two or 
more classes. Tabular method for visualize the performance of test data. 

b) Accuracy: The fraction of the total samples that were correctly predicted by the classification model. Formula used to calculate 
Accuracy is: (TP+TN)/(TP+TN+FP+FN). 

c) Precision: Out of all prediction it shows correctly classified true positive predictions Formula used to calculate precision is: 
TP/(TP+FP). 
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d) Recall:  It shows fraction of total samples and correctly predicted samples. Formula used to calculate recall is: TP/(TP+FN). 
e) F1-score: F1 score gives overall performance measure for  each class of testing dataset. 
It is the harmonic mean of precision and recall. Formula used to calculate F1 score is: 
F1 = 2 * (precision*recall) / (precision+recall) 

 
2) NRC Lexicon: It is a dictionary that incorporates human-provided phrases with their sentiment tags. NRCLex computes 

emotion from data. It has approximately 27,000 words and it belongs to National Research Council Canada (NRC) which 
affects the lexicon and the NLTK’s WordNet synonym [37]. We performed NRCLex to our dataset which gives the result as 
shown below:  
 

 
Fig. 5: Emotion analysis 

V. OVERVIEW OF CLASSIFICATION MODELS 
A.  Logistic Regression 
Logistic Regression is suitable for binary classification problems with a large dataset. This algorithm works based on the 
mathematical sigmoid function to find out the relation between a dependent variable and an independent variable by approximating 
probability. The independent variables are features that are used to guess the target class. The dependent variable is the target class to 
be predicted.  
Logistic Regression classification is given by 

 
Here p indicates the occurrence probability, βirepresents regression coefficients and xi indicates explanatory variables. 
 
B.  SVC 
 SVC is SVM based classifier using libsvm. SVC multi-class mode is implemented using one vs one scheme while LinearSVC uses 
one vs the rest.  
It is possible to implement one vs the rest with SVC by using the OneVsRestClassifier wrapper. SVC uses C regulation parameter for 
optimizing margin of hyperplane [39]. 
 
C.  Extreme Gradient Boosting (XGBoost) 
XGBoost is an implementation of Gradient Boosting which uses more accurate predictions to find the best model.  
XGBoost works faster and efficiently than Gradient Boosting because it contains tree learning and linear model solver and it provides 
parallel computing on a single machine.  
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D.  LinearSVC 
Works based on one-vs-the-rest approach. It supports multiclass classification of sparse datasets and the kernel is linear for 
classification.   
LinearSVC is more flexible due to liblinear. Provides additional functionality such as penalty L1 and L2 normalization and loss 
function[39]. 
 
E. MultinomialNB 
MuntinomialNB is an implementation of the naive Bayes algorithm for the dataset that is discrete. Classification of text performs 
using the two methods in which data represented as count vector or tf-idf vectors.  
The distribution is parameterized by vectors θy=(θy1,…,θyn) for each class y,  
where n = Total features and θyi = probability P(xi∣y) of feature i appearing in a document which belongs to the class y [38]. 
The parameters θy is calculated by a smoothed version of maximum probability: 

 

Where  is the occurrence of feature i  in the set of training T,  

And   are the total features for class y [38]. 

VI. CONCLUSIONS AND FUTURE SCOPE 
In our research work, we proposed a hybrid approach for performing sentiment analysis of restaurant reviews. VADER (Rule-based 
lexicon) is applied to the labeled dataset. We performed five Machine learning-based classification models. The sentiment 
classification was performed via jupyter notebook platform and using Python’s Scikit-Learn package and NLTK. We also performed 
emotion analysis on reviews using NRC lexicon. This paper also shows literature reviews of models which are used to perform 
sentiment analysis. The accuracy and performance of classification model is depends on size of dataset we taken to train the model.    
In the future, more work is needed on a real-time large dataset to perform further improving measures and sometimes positive text 
also analyzed as negative or neutral and to classify reviews into multiple sentiment categories such as happy, sad, angry, Thrilled, 
depressed, frustrated, satisfied, confused, etc. This paper could further studied for other factors such as the use of other languages, 
dealing with negation expressions, including emojis, Sarcasm detection, and the complexity of sentence/document. 
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