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Abstract: A Floating Point Unit is a math co-processor that is in the most demand of Digital Signal Processing (DSP), 
Processors and more. It is used to perform functions or operations on floating point numbers like addition, subtraction, 
multiplication, division, square root and more. It is specifically designed to carry out mathematical operations and it can be 
emulated in CPU. Floating point unit is a common operation used in advanced Digital Signal Processing and various processor 
applications. The aim was to develop an optimized floating point unit so that the delay was reduced and efficiency was increased. 
The floating point unit has been written according to IEEE 754 standard and the entire design has been coded in Verilog HDL. 
The results are improved by 12% with the usage of Vedic multiplier that is a delay of 4.450ns as compared to 5.123ns with an 
array multiplier. Designs can be further optimized using low power designing techniques at architectural level. Different 
behaviour can be observed for different size and technologies. 
Keywords: Floating Point Unit, co-processor, Digital Signal Processing, IEEE 754, Verilog. 

I. INTRODUCTION 
Digital Signal Processors (DSPs) or any processors that involve complex operations like multiplication and/or accumulation 
operations with high precision as a major portion and Floating Point Unit plays a crucial role in implementing it, especially in high 
performance DSPs. Floating Point is also widely known as math co-processor that is used to operate number quickly with more 
accuracy than the basic processor.   
A floating point unit contains digit sequence in three parts that is sign, mantissa and exponent. The sign can be plus or minus, 
mantissa is sequence of digits and exponent is the power of magnitude. The main operation of a floating point unit includes addition, 
subtraction, multiplication, division and square root.    
Floating point unit can be single precision or double precision. A single precision consists of 32 bits and double precision consists of 
64 bits. Fig 1 shows a 32 bit floating point unit with 1 sign bit, 8 bit of exponent and mantissa of 23 bits. Fig 2 shows a 64 bit 
floating point unit with 1 sign bit same as single precision and 11 bit of exponent and 52 bits of mantissa. 

 
Fig. 1 Single Precision 32 bit 

 

 
         Fig. 2 Double Precision 64 bit 

 
In paper [1], improved timing of division iteration with the help of divisor pre-scaling technique can be seen. Here, the operation is 
carried out in parallel to save time consumption compute faster and increase efficiency. 
In paper [2], the proposed design computes a four term dot product in a single unit to achieve higher accuracy and performance from 
the traditional method. The design requires complex processing like rounding, normalization that increases the power consumption 
and area. 
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In paper [3], the arithmetic operations are executed with minimum delay or within a single clock. A smaller chip will be required. 
The designed block does not require flip flops it requires only combinatorial blocks that will be executed with minimum delay that 
results into faster computation.   
In paper [4], a 32 bit floating point multiplier has been developed using an array multiplier along with a modified full adder to 
increase the speed of the operation, the multiplier generates only required MSB bits. The designed pipelined architecture reduces 
time consumption and increases efficiency.  
In paper [5], a low power and area efficient floating point four term fused dot product that is used in Vedic mathematics. The power 
consumption and LUT’s are reduced with this method. 
In paper [6], the floating point unit can perform subtraction, addition that operates on double precision floating point numbers. The 
design helps in faster computation, less delay and occupies less area. 
In paper [7], a IEEE 754 compliant floating point unit is developed for addition, subtraction that supports both 32 bit and 64 bit 
operands. This design helps in faster computation, lesser delay. 
In paper [8], a single precision floating point unit are used for addition and subtraction with two pre-normalization units are used 
and post-normalization is used for mantissa part. 
In paper [9], a 24 bit Vedic multiplier with carry save adder has been developed, it calculates mantissa part in single precision and it 
outperforms others in terms of speed, and delay. 
In paper [10], design and implementation of 32 bit floating point for DSP application has been used, a 332 bit DSP processor and 
MAC unit are used with IEEE 754, 32 bit floating point unit.    
In paper [11], a Vedic Multiplier is one of the efficient multipliers to decrease the delay and improve the performance. It gives a 
better performance when compared with that of other floating point unit. 
The motivation to take up this project is to develop a high speed floating-point computation that is essential for a large class of 
problems, like computer modeling and simulation, computer graphics, image processing, hydrodynamics, and computer-aided 
design. And to develop a fast and efficient floating point unit that can be used for various DSP applications and processors such that 
the computation time is reduced also to improve the accuracy of the computational device. 

II. FLOATING POINT UNIT 
Floating Point Unit is a math co-processor specifically designed for operation on floating point numbers that can handle operations 
like addition, subtraction, multiplication, division and more. There are three ways to carry out operation, a floating point unit can be 
emulator that is a floating point library. Emulators can save extra hardware costs but they are slow. Second, it can use add on 
floating point unit to a CPU to speed up math operations. In single precision format the exponent is of 8 bit wide and has a range of 
-127 to 128. In double-precision format the exponent has 11 bit wide range of -1023 to 1024.  
The table 1 shows the difference between single precision and double precision floating point unit in detail. The advantage of using 
floating point, it gives wider range of values in comparison to fixed format. Another advantage is it has flexibility and high accuracy 
or precision that helps complex problems. Floating point unit can be used in audio and video applications were a large complex data 
is to be operated, it is used in signal processing applications. 

 
Table 1 

 Difference between single and double precision 
 
 
 

 
 
 
 
 
 
 
 
 

SINGLE PRECISION DOUBLE PRECISION 
In single precision, 32 bits are used to 

represent floating-point number. 
In double precision, 64 bits are used to 

represent floating-point number. 
It uses 8 bits for exponent. It uses 11 bits for exponent. 

In single precision, 23 bits are used for 
mantissa. 

In double precision, 52 bits are used for 
mantissa. 

Bias number is 127 Bias number is 1023. 
Range of numbers in single precision : 2^(-

126) to 2^(+127) 
Range of numbers in double precision : 2^(-

1022) to 2^(+1023) 
This is used where precision matters less. This is used where precision matters more. 

It is used for wide representation. It is used for minimization of approximation. 
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III. IEEE 754 
IEEE 754 is a standard for floating point established in 1985 then it was updated with major revisions in 2008. It is widely used in 
software and hardware implementations. The IEEE 754 standard specifies that a single precision number has 1 bit sign, 8 bit 
exponent and 24 bit of significant precision. The standard defines certain set of rules like: 

 
A. Arithmetic formats: set of binary and decimal floating point data. 
B. Interchange formats:encoding that is used to exchange floating point data. 
C. Rounding rules: rounding numbers during arithmetic and conversions. 
D. Operations: operations like arithmetic and other operations. 
E. Exception handling: indication of exceptional handling. 
 
There is also a set of exceptions with a status flag: 
1) Invalid: operation of square root of a negative number. 
2) Division by zero: returns an infinite result. 
3) Overflow: a large number when cannot be represented. 
4) Underflow: when operation result is very small or outside the range. 
5) Inexact: when a operation returns rounded result by default. 

IV. METHODOLOGY 
In the proposed floating point architecture consists of the four sub units namely addition, subtraction, multiplication and division. 
The figure 3 shows the proposed block diagram of floating point unit were 32 bit inputs are taken to perform operation then a 
multiplexer is used to select operation to be performed and then normalization of the units are done then outputs are taken. These 
units receive the single precision formatted outputs and performs the operation produces the outputs. The outputs are selected by the 
selection multiplexer. That multiplexer will be controlled by using the sel signal given by the user. The design is coded in Verilog 
HDL and tool used to design floating point unit is Xilinx ISE 14.7 and simulator used is ISim. ISim provides a complete, full-
featured HDL simulator integrated within ISE. 

 
Fig. 3 Block diagram of Floating Point Unit 

 
Table 2 

 Operation Modes 
 
 
 
 
 
 
The table 2 shows the operation modes used in the design methodology while developing this floating point unit, were 00 -means 
addition, 01 - subtraction, 10 - means multiplication and 11 - means division. The developed floating point unit works efficiently 
and faster with less time delay. 

OP CODE OPERATION 
00  ADDITION 
01 SUBTRACTION 
10     MULTIPLICATION 
11 DIVISION 
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V. RESULTS AND DISCUSSION 
The proposed design has been coded in Verilog and simulation tool used is Xilinx 14.7. A 32 bit number are considered for each 
result that is addition, subtraction, multiplication and division. Figure 4 shows the result of a 32 bit addition using floating point and 
the result is obtained. Figure 5 shows the result of a 32 bit multiplication using floating point and the result is obtained. Figure 6 
shows the result of a 32 bit division using floating point and the result is obtained. Figure 7 shows the result of a 32 bit subtraction 
using floating point and the result is obtained. Due to the use of Vedic multiplier the results are improved that is 4.450ns as 
compared to 5.123ns using an array multiplier [11] that is shown in table 3. A significant improvement of 12% is seen with usage of 
Vedic multiplier. The results obtained are efficient, less delay and faster computation than the traditional methods like an array 
multiplier. 

 
Table 3 

 Result Comparison 
 
 
 
 

 

 
Fig. 4 Result of 32 bit floating point Addition 

 
Fig. 5 Result of 32 bit floating point Multiplication 

Array Multiplier Logic Path Delay 
(ns) 

Vedic Multiplier Logic Path Delay 
(ns) 

5.123  4.450 
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Fig. 6 Result of 32 bit floating point Division 

 
Fig. 7 Result of 32 bit floating point Subtraction 

VI. CONCLUSION AND FUTURE SCOPE 
An efficient floating point unit block has been designed using Verilog HDL and it is simulated with Xilinx 14.7. In the proposed 
design efficiency is increased with less computation delay as compared to a traditional method. A 32 bit single precision floating 
point unit has been designed with IEEE 754 format for addition, multiplication, subtraction and division and the design is verified 
with simulations using Xilinx ISE tool. Due to the use of Vedic multiplier the results are improved that is 4.450ns as compared to 
5.123ns that is shown in table 3. A significant improvement of 12% is seen with usage of Vedic multiplier. The design can be used 
in mathematical computation, signal processing, graphics and more. 
The design can be further optimized in terms of delay, efficiency, fast computation using parallel computation, and efficient 
truncation and rounding methods to obtain a better floating point unit. Further, a double precision floating point can be used to 
improve the accuracy and precision. The design can be extended by various other algorithms like faster adders, multipliers and 
more. 
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