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Abstract: In the medical field, predicting a heart disease has become a very complicated and challenging task. So, in this 
contemporary lifestyle, there is an urgent need for a system that will help predict accurately the possibility of getting heart 
disease. This paper presents an observation-based comparison between four boosting algorithms namely Gradient boosting, 
XGBoost, ADAboost and CatBoost to predict heart failure efficiently. To do so, we have referred to the PLOS (Public Library of 
Science) Repository dataset. These algorithm’s performances have been evaluated using metrics like Accuracy, F1 score, Recall 
and many more. All values obtained ensured the superiority of these boosting algorithms based on several performance 
measures. 
Keywords: Machine Learning, Binary Classification, Boosting Algorithm, Gradient boosting, XGBoost, AdaBoost, CatBoost.  

I. INTRODUCTION 
The number one cause of death globally, taking approximately 17.9 million lives every year, are cardiovascular diseases (CVDs). 
They include a number of disorders of the heart and blood vessels, including coronary heart disease, rheumatic heart disease, 
cerebrovascular disease and many such other conditions [1]. Heart failure is also a heart disorder that basically means that the heart 
is not pumping blood as well as it is supposed to, which in turn disrupts all major bodily functions. Also known as congestive heart 
failure, it should not be confused with when the heart stops beating. The heart keeps beating and working, but during heart failure 
the body’s need for blood and oxygen is not being met adequately [2]. Like most CVDs, heart failure can be obviated by addressing 
behavioural risk factors like an unhealthy diet, obesity, tobacco and alcohol use, and physical inactivity, using population-wide 
strategies. However, if left untreated, heart failure could be substantially lethal. Humans diagnosed with heart failure and even those 
that are at high heart failure risk need detection and management at the earliest, and thus, building a machine learning model to 
make such predictions would be of great use. This literature discusses and compares four machine learning boosting techniques, 
Gradient Boosting, XGBoost, AdaBoost and CatBoost. Our research objective is to perform analysis and build a model to predict if 
a given set of symptoms would lead to heart failure. The performance of these techniques will be assessed by the evaluation metric 
of classification accuracy. In consequence, the results and conclusions of this literature should allow future researchers to select the 
most effective boosting algorithm out of the four, that can provide the best performance for future comparison. 
Further, Section 2 reviews the study of related literature. Section 3 illustrates the theoretical considerations. Section 4 presents the 
experimental procedure and exploratory analysis of the referred dataset. Section 5 discusses the experimental results. Section 6 
draws the conclusion of the paper. 

II. LITERATURE REVIEW 
There is an extensive variety of machine learning algorithms and techniques that have been used to predict an accurate model. [3] 
used five machine learning models to predict the heart disease using collected dataset namely, SVM, Random Forest, Decision tree, 
Logistic regression and Naïve bayes algorithm. According to their study, the accuracy of the decision tree model and SVM was the 
highest, while the performance of the Naïve bayes had shown the lowest accuracy.  [4] worked on models for outcomes using 
machine learning techniques by first making use of claims-based predictors, and then adding recorded variables to the claims-based 
predictors. Logistic regression, Least Absolute Shrinkage, Random forests, and Selection Operator, Classification and Regression 
Tree and Gradient-boosted model were used. They concluded that machine learning methods offered limited scope of improvement 
over logistic regression in predicting key outcomes in HF. [5] makes a prediction by using various algorithms like Logistic 
regression, KNN and Random Forest Classifier, where the first two algorithms gain a maximum accuracy of 88.5%.  
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Machine learning algorithms used here have been efficient in various other models and fields. [6] used the semi-supervised Tri-
CatBoost algorithm and compared it with Random Forest, Decision tree, multilayer perceptron, and GBDT achieving higher macro 
precision and macro recall with CatBoost. [7] predicts traffic flow using the ADAboost algorithm and gained promising results on 
both simulations and real data. The Naive Bayes predictor in comparison to their model gives a higher error rate. [8] compared with 
the traditional models to the XGB model for predicting evaporation duct height and found significant improvement and excellent 
prediction results. It showed that, for EDH prediction, learning and prediction ability of XGBoost algorithm are better than 
feedforward deep neural network. 

III.  THEORITICAL CONSIDERATIONS 
In any pattern recognition problems, classification plays a vital role. It uses machine learning algorithms which learn how to assign 
a class label to examples from the problem domain. This literature illustrates a binary classification problem. Typically, binary 
classification involves two classes – the first class is the normal state having label 0 and the other is the abnormal state having label 
1. [9]. ‘Boosting’ refers to a set of algorithms, which converts learners from weak to strong, with the aim to increase accuracy [10]. 
A weak learner or classifier is a model that performs better than random guessing or a naïve prediction model whereas a strong 
learner or classifier is a model that performs really well compared to random guessing or a naïve prediction model. Boosting is an 
ensemble method, which is an algorithm that builds a set of classifiers and then takes a vote of their predictions to classify new data 
points.  
This is to improve the predictions of the model of any given learning algorithm. The idea is to train the weak learners sequentially, 
each trying to rectify its predecessor [11]. In simple terms, to classify a particular set of data, we have rules. Since these rules are not 
strong enough, they individually cannot be classified, they are called weak learners. This weak learner is then converted to a strong 
learner by combining each and every weak learner using normal or weighted average, or by taking into account the highest voted 
prediction. 

 
A. Gradient Boosting 
In gradient boosting, with every iteration, the overall model improves sequentially. In other words, base learners are sequentially 
generated such that the current base learner is always more effective than the previous base learner. The central idea in gradient 
boosting is to overcome the prediction of the previous learner by optimising its loss function, which is done by adding a new 
adaptive model that adds weak learners to reduce the loss function. There are three main components. First, the loss function which 
helps in reducing errors. Second, we need weak learners to compute predictions and to form strong learners. Third is the additional 
model that helps in regularising the loss function from the previous learner. Gradient boosting is an algorithm that can be used for 
both regression and classification problems [11].  

 
B. XGBoost 
A more advanced version of Gradient boosting method called the XGBoost or Extreme gradient boosting comes under distributed 
machine learning. It focuses on model efficiency and computational speed. Where the older model’s sequential analysis of datasets 
takes a long time, there is a need for this advanced algorithm to boost the performance of the model. To boost performance, it 
creates decision trees parallelly and implements distributed computing methods to evaluate complex models. The use of out of core 
computing helps analyse huge datasets and implements cache optimisation to utilize all resources and hardware [11]. 
 
C. AdaBoost 
Adaptive boosting (most commonly seen in classification problems) combines multiple weak learners into one strong learner. First, 
equal weightage is assigned to all the data points and a decision stump is drawn out for a single input feature. Then, it analyses the 
obtained results and for any misclassified observations, it assigns higher weights to them. A new decision stump is then drawn 
which gives importance to the higher weights.  
Again, the miss-classified observations get the higher weights. This process keeps running in a loop till all observations are in the 
right place i.e all data points are classified correctly. AdaBoost is capable of being used in both regression and classification 
problems [11]. 
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D. CatBoost 
CatBoost also known as Category boosting is a machine learning algorithm developed to be open source. This algorithm offers a 
unique feature that is the integration to work with diverse data types which helps in solving a wide range of data problems faced by 
innumerable businesses. It also offers accuracy just like the other algorithms in the tree family [12]. It introduces advancement in 
two critical algorithms - a permutation-based alternative to the classic algorithm which is known as ordered boosting and an 
innovative algorithm to process categorical features. Random permutations of the training examples are being used by both, to fight 
the prediction shift which is caused by a special kind of target leakage present in all existing implementations of gradient boosting 
algorithms [13]. Unlike some other machine learning algorithms, CatBoost performs well with a small data set. It improves the 
performance of a model while reducing overfitting and also the time spent on tuning. Datasets where categorical features play an 
important role, such as the Internet datasets and Amazon, the improvement is significant and undeniable [13]. 
 
E. Terminologies 
1) Confusion Matrix: A matrix for summarizing.performance of a classification algorithm. It depicts how the model is confused 

while making predictions, i.e. it summarises the number of correct and incorrect predictions, with count values and are broken 
down by each class. This breakdown gives a better insight than just using only the accuracy value [14]. 

2) Accuracy: The fraction of predictions that the model gets right [15]. 
3) Precision: The fraction of relevant information among the extracted information. High precision indicates that more relevant 

instances are being extracted by the model [15] 
4) Recall / Sensitivity: The fraction of number of relevant instances with both the known and predicted result are positive [15]. 
5) F1 Score: The weighted average of precision and sensitivity. It considers false positives and negatives, and is more beneficial 

than accuracy in the case of class distributions being uneven [15] 
6) Specificity: The fraction of number of relevant instances with both the known and predicted result are negative [16]. 
7) False Discovery Rate: The fraction of number of relevant instances with a positive prediction result for which the known result 

is negative [16]. 
8) False Omission Rate: It is the fraction of number of relevant instances with a negative prediction result for which the known 

result is positive [16]. 
9) Matthews Correlation Coefficient (MCC): It is a statistical rate generating a high score if and only if the estimate of all the four 

categories of confusion matrix achieves great results, in proportion to the size of positive and negative elements in the dataset. 
The closer MCC is to 1, the higher the possibility of the model being a pure binary classifier. 

IV.  PROPOSED FRAMEWORK 
A. Methodology 
This section explains the general process of binary classification and offers a detailed explanation of the flow of the experiment 
performed.  

 
Fig. 1 Binary Classification Process 

 
The first step is data collection, we have used an already existing dataset [17]. Our second step is to familiarise ourselves with the 
data. Exploratory analysis includes reading and cleaning our dataset, filling any missing values, and exploring the shape and features 
of the dataset. The third step is data pre-processing and visualisation. We convert all non-numeric values to numeric values as 
machine learning models can only work with numeric values. We visualise the correlation between features of our dataset to get a 
better idea of what we are working with. A thorough understanding of the data, we are manipulating as it helps us make more 
informed decisions. 
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Fig. 2 Flowchart for our experimental process 

 
The fourth step is splitting our data into training and testing subsets, in a 80-20 ratio respectively. We are performing binary 
classification using 4 boosting algorithms namely Gradient Boosting, XGBoost (eXtreme Gradient Boosting), AdaBoost (Adaptive 
Boosting), and CatBoost. For each algorithm, we perform the same 3 steps. First, we train our model over 80% of our dataset. Then, 
we test our model over the remaining 20% of the dataset and observe its performance, and lastly we calculate certain performance 
measure indices over which our models can be compared and the most accurate model can be identified. 
 
B. Dataset 
For the purpose of this research, we have used the dataset from the PLOS (Public Library of Science) Repository [17]. With 299 
entries, this dataset has 13 features that indicate clinical, body and lifestyle information. It includes features like age, creatinine 
phosphokinase, ejection fraction and more. All the features are described in Table 1. 
 

TABLE I 
Features of Heart Failure Dataset 

Dataset Feature What it indicates Range in 
dataset 

Unit of measurement 

Age Patient’s age 40 - 95 Years 

Anaemia Whether or not patient has a health condition where 
haemoglobin concentration or number of red blood 
cells is less than normal 

0, 1 Boolean 

High blood pressure Whether or not patient has hypertension 0, 1 Boolean 

Creatinine 
phosphokinase 
(CPK) 

Patient’s CPK enzyme level in blood 23 - 7861 mcg/L (micrograms 
per liter) 

Diabetes Whether or not patient has diabetes 0, 1 Boolean 

Ejection fraction Patient’s blood percentage leaving the heart with 
each contraction 

14 - 80 Percentage 
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Sex Male/ Female 0, 1 Binary 

Platelets Patient’s blood platelet count 25.01 -
 850.00 

kiloplatelets/mL 

Serum creatinine Patient’s blood  creatinine level 0.50 - 
9.40 

mg/dL 

Serum sodium Patient’s blood sodium level 114 - 148 mEq/L 
(milliequivalents per 
litre) 

Smoking Whether or not the patient smokes 0, 1 Boolean 

Time Follow-up period  4 - 285 Days 

Death Event (target 
variable) 

Whether or not the patient died during the follow-up 
period 

0, 1 Boolean 

 
The dataset has been divided into a 80:20 ratio for training and testing respectively i.e. 80% data will be used to train our models 
whereas 20% data will be used to test our models. 
 
C. Performance Measure Indices 
We have used 8 indices to measure the performance of the implemented models. A confusion matrix is formed, for actual and 
predicted class, consisting of TP (True Positive/ Correctly Identified), FP (False Positive/ Correctly Rejected), TN (True Negative/ 
Incorrectly Identified), FN (False Negative/ Incorrectly Rejected) to assess the parameters.  
The formulas used to measure the performance are: 

Accuracy =       (1) 

Precision =         (2) 

Recall or Sensitivity =       (3) 

F1 Score =       (4) 

Specificity =        (5) 

False Discovery Rate (FDR) =      (6) 

False Omission Rate (FOR) =      (7) 

Matthews Correlation Coefficient =   (8) 
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V. EXPERIMENTAL RESULTS 
This section discusses the tables and graphs obtained on performing binary classification on the chosen dataset [17] using Gradient 
Boosting, XGBoost, AdaBoost and CatBoost algorithms. 
We visualise the data using a heat map, as shown in Fig. 3, specifically, we are checking the correlation between attributes. The blue 
boxes indicate a negative correlation i.e. one increases and the other decreases, the yellow and green boxes indicate only a moderate 
correlation and the red boxes indicate that the attributes are correlated with each other. 

 
Fig. 3 Failure Attribute Correlation 

 
We split our dataset into train and test sets in a 80:20 ratio. That means, we used 80% of our dataset for training the model and 20% 
of it for testing the model. We performed testing on all the four boosting algorithms, Gradient Boosting, XGBoost, AdaBoost and 
CatBoost. 
The values of a confusion matrix helps us evaluate the performance of the boosting classification algorithms that we have used. 
Tables 2-5 depict the confusion matrices for Gradient Boosting, XGBoost, AdaBoost and CatBoost respectively. 
 

TABLE II 
Result Confusion Matrix obtained using Gradient Boosting 

  Predicted Class 

  P N 

Actual Class P 43 0 

N 3 14 

 
The confusion matrix for Gradient Boosting shows that out of 60 test set entries, this model accurately predicts 43 cases as positive 
(no death caused by heart failure) and 14 cases as negative (death event caused by heart failure). On the other hand, it incorrectly 
predicts 3 cases as positive and 0 cases as negative. 
 



International Journal for Research in Applied Science & Engineering Technology (IJRASET) 
                                                                                           ISSN: 2321-9653; IC Value: 45.98; SJ Impact Factor: 7.429 

                                                                                                                Volume 9 Issue VI Jun 2021- Available at www.ijraset.com 
     

 
1970 ©IJRASET: All Rights are Reserved 

 

TABLE III 
Result Confusion Matrix obtained using XGBoost 

  Predicted Class 

  P N 

Actual Class P 42 1 

N 5 12 

 
The confusion matrix for XGBoost shows that out of 60 test set entries, this model accurately predicts 42 cases as positive (no death 
caused by heart failure) and 12 cases as negative (death event caused by heart failure). On the other hand, it incorrectly predicts 5 
cases as positive and 1 case as negative. 
 

TABLE IV 
Result Confusion Matrix obtained using AdaBoost 

  Predicted Class 

  P N 

Actual Class P 40 3 

N 4 13 

 
The confusion matrix for AdaBoost shows that out of 60 test set entries, this model accurately predicts 40 cases as positive (no death 
caused by heart failure and 13 cases as negative (death caused by heart failure). On the other hand, it incorrectly predicts 4 cases as 
positive and 3 cases as negative. 
 

TABLE V 
Result Confusion Matrix obtained using CatBoost 

  Predicted Class 

  P N 

Actual Class P 43 0 

N 4 13 

 
The confusion matrix for CatBoost shows that out of 60 test set entries, this model accurately predicts 43 cases as positive (no death 
caused by heart failure) and 13 cases as negative (death event caused by heart failure). On the other hand, it incorrectly predicts 4 
cases as positive and 0 cases as negative. 
Using the values shown in Tables 2-5, performance measure indices for the models are computed to understand the model 
performed. We calculate the Accuracy, Precision, Sensitivity, Specificity, F1 Score, False Discovery Rate, False Omission Rate and 
Matthews Correlation Coefficient. In Table 6, if the value of Matthews Correlation Coefficient is ~1, that means that there is a high 
likelihood for the respective model to be a pure binary classifier. 
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TABLE VI 
Comparison of calculated performance measure metrics 

Performance Measure Indices Gradient 
Boosting 

XGBoost AdaBoost CatBoost 

Accuracy 0.95 0.90 0.88 0.93 

Precision 1.00 0.97 0.93 1.00 

Sensitivity 0.93 0.89 0.90 0.91 

F1 Score 0.96 0.93 0.91 0.95 

Specificity 1.00 0.92 0.81 1.00 

False Omission Rate 0.00 0.02 0.06 0.00 

False Discovery Rate 0.17 0.29 0.23 0.23 

Matthews Correlation Coefficient 0.87 0.74 0.70 0.83 

 

 
Fig. 4 Comparison of calculated Performance Measure Indices 

 
VI.  CONCLUSION 

In this section, we discuss the inference of the charts and tables discussed in the previous section. The aim of this experiment was to 
present a comparative study by classifying the likelihood of the death of a patient by heart failure, based on certain medical factors, 
using four boosting algorithms, Gradient Boosting, XGBoost, AdaBoost and CatBoost. This study involved analysis based on 
different metrics like accuracy, precision, sensitivity, f1 score, specificity, false omission and discovery rates, and Matthews 
Correlation Coefficient which helped in the comparison between the four models. Pertaining to classification analysis, we found that 
Gradient Boosting algorithm proved to be the most accurate model, on our dataset, amongst the four, with an accuracy of 95%. It 
also showed the maximum value of Matthews Correlation Coefficient, ~0.87, which proves that it is the purest binary classifier 
amongst the four models. In addition, it shared the highest values of precision and specificity with CatBoost, but had the highest 
values of f1 score and sensitivity all by itself. It also shared the minimum value of false omission rate with CatBoost, and had the 
lowest false discovery rate. CatBoost proved to be the second most accurate model, with an accuracy of 93%. 
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