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Abstract: The real estate market is one of the most price-driven, but it is still affected by volatility. This is one of the main uses of 
machine learning ideas to improve and predict costs with high precision. As housing prices are fluctuating, People are cautious 
when trying to buy a new house based on their budget and marketing strategy. The purpose of the paper is to forecast consistent 
home prices for non-owners based on their financial dispositions and aspirations. The paper involves predictions using various 
Regression techniques like linear regression, random forest regression, polynomial regression, robust regression, lasso 
regression, elastic net regression, stochastic gradient descent, svm regression, artificial neural network. On a data set, house 
price prediction has been done by combining all of the above-mentioned strategies to determine which is the most effective. The 
purpose of the paper is to assist the seller in accurately estimating the selling price of a house. Physical circumstances, and 
location, among other things, were all taken into account while determining the cost. 

I. INTRODUCTION 
Data is at the core of technological innovation, and can now use the predictive model to achieve any result. Machine learning is 
widely used in this method. Machine learning means that it provides a valid data set. In addition, the prediction is based on. The 
machine itself understands the importance of a specific event to the entire system based on its pre-loaded data and predicts the result 
accordingly. Develop machine learning algorithms, build models based on your data, and use them to predict new data. The main 
difference from existing algorithms is that the model is built on the input data as well as executing a series of commands. Map 
learning uses data with labelled results, while unsupervised learning uses unlabelled data. There are some common machine learning 
algorithms like regression, classification, neural networks, and deep running. Reinforcement learning and role-playing learning are 
widely used in deep learning. How to predict house prices using machine learning algorithms? It's hard to get as many results as 
possible depending on the model built. For a particular house value, it is determined by location, size, type of house, city, national 
tax cycle, population movement, interest rate and many other factors that can affect the supply and demand of. 
Regression is a machine learning device that urges to set expectations by capturing current measurable information, associations 
between target parameters and various independent variables. According to this definition, the cost of a house depends on variables 
such as number of rooms, area of living area, area, etc. If you are unlikely to apply a forgery to understand how these parameters, 
you can calculate the home valuation of a specific land area of. Various modern applications of this technology have endless 
possibilities for stock price forecasting, earthquake potential forecasting, corporate sales forecasting, listing are limitless 
.The main motivation for the project was to use the appropriate algorithm of to find the best for predicting prices with a low error 
rate, thus making the best possible prediction of house prices. The evaluation that has been performed on this paper is especially 
primarily based totally at the datasets of usa_housing. In this paper, we attempt to illustrate all of the possible Regression strategies 
that are appropriate to our problem. 

II. RELATED WORK 
The value of a particular property depends on the surrounding infrastructure. Recently, a range of writers have appeared looking for 
the best attributes for their clients along with various techniques Raghunandhan mentioned the basics of how data mining works and 
the supporting algorithms used for prediction. The most important part is which machine learning algorithm is best for predicting 
housing prices. Usually, the environmental conditions of the location determine our expected price types for different types of 
houses. Manjula [12] showed us several important characteristics when using regression models to predict real estate prices with 
high accuracy. Rapach In addition, Strauss (2007) uses the automatic decentralized regression (ARDL) model framework, and 
the conjecture with 25 determinants develops the real accommodation cost of to the unique state of the eighth reserved area selected 
by. They found that the ARDL model is often better than the reference AR model.  
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Based at the administrative information from the Netherlands, Joep et al locate that better earnings and wealth client ends in better 
buy price, whilst better earnings and wealth dealer ends in decrease promoting price. 
When comparing the 79 variables provided by the competition Kaggle, we find that the information is incomplete, and some 
characteristics do not need to be predicted, and are implicit conditions for house prices. We try to find those hidden features between 
these features, then we transform these features into a normal distribution and then transform to increase linearity. We also explored 
the parameter fit regression algorithm. 

III. SYSTEM DESIGN AND ARCHITECTURE 
1) Phase 1: Collection of data 
Data processing strategies and techniques are numerous. We collected data for kaggle website i.e. usa_housing data set. In this data 
set we have attributes like area income, area house age, number of rooms, no of beds room, area population, price, address. In this 
data set we have 7 columns and 5000 entries. 
 
2) Phase 2: Data Preprocessing 
Data Preprocessing in Machine Learning is a data mining technique that transforms raw data into an understandable and readable 
format. The dataset may contain missing values or outliers. Data cleaning can take care of these issues. If a variable has a lot of 
missing values, we'll remove them or replace them with the average value. 
 
3) Phase 3: Training the model 
We must first train the model since the data is divided into two modules: a Training set and a Test set. The target variable is 
included in the training set. 
 
4) Phase 4:Testing and Integrating with UI 
The trained model is used to test the data set and predict housing prices. The educated version is then integrated with the front to 
cease the usage of Flask in python. 

 

IV. METHODOLOGY 
A. Random forest Regression 
The random forest algorithm is made up of different decision trees. Each decision tree has the same node, but using different data 
results in different leaves. Merge the decisions from multiple decision trees to find an answer that represents the average of all these 
decision trees. The random forest algorithm has a supervised learning model; uses classification information to "learn" a method of 
classifying unlabeled information. 

B. Robust Regression 
Robust regression is a form of regression analysis designed to overcome some of the limitations of traditional parametric and 
nonparametric methods. Robust regression methods are designed not to be unduly affected by assumptions that the underlying data 
generation process violates. One instance in which robust estimation should be considered is when there is a strong suspicion of 
heteroscedasticity. 



International Journal for Research in Applied Science & Engineering Technology (IJRASET) 
                                                                                           ISSN: 2321-9653; IC Value: 45.98; SJ Impact Factor: 7.429 

                                                                                                                Volume 9 Issue VI Jun 2021- Available at www.ijraset.com 
     

 3647 ©IJRASET: All Rights are Reserved 
 

C. Ridge Regression 
Ridge regression is a way to create a parsimonious model when the number of predictor variables in a set exceeds the number of 
observations, or when a data set has multicollinearity (correlations between predictor variables).]Ridge Regression is a tool for 
analysis of [MR]multiple regression on the data that have multicollinearity (mcl). Multicollinearity(mcl) is the existence of near– 
linear relationships among the variables which are independent. [RR]Ridge regression applies a special type of condition on 
parameters as in Eq. 1 and Eq. 2 (ββ's): ^βridgeβ^ridge was chosen to reduce the error of sum of the squares. 
∑a=1(ya−p∑b=1xabβb)2+λp∑b=1β2 (1)    which is equivalent minimization as 
∑ni=1(yi−∑pj=1xijβj)2∑i=1n(yi−∑j=1pxijβj)2 (2)   subject to, for some c>0c>0, 
∑pj=1β2j<c∑j=1pβj2<c, i.e. constraining the sum of the   squared coefficients. 

D. Lasso Regression 
Lasso Regression which is similar to minimizing the sum of squares with constraint Σ |Bj≤ s  Some of the βs are gotten smaller to 
precisely 0, ensuing in a regression version that’s less difficult to interpret. 
A tuning parameter, λ controls the energy of the L1 penalty. λ is largely the quantity of shrinkage: 
When λ = 0, no parameters are eliminated. The estimate is the same as the one discovered with linear regression. 
As λ increases, increasingly coefficients are set to 0 and eliminated (theoretically, while λ = ∞, all coefficients are eliminated). 
As λ increases, bias increases. 
As λ decreases, variance increases. 

E. Elastic net Regression 
This technique solves the problem of regularization. For α1 , which is strictly between the values 0 and 1, and the non-negative  
 λ1, the elastic network [ER] solves the problem as Equation 3:  
 β ^ = argmin || qPβ|| 2  + λii || β || 2 + λi || β || 1 (3) 

F. Stochastic gradient descent 
Gradient descent is a very general optimization algorithm that can find the best solution for various problems. The general idea of 
Gradient Descent is to iteratively adjust the parameters to minimize the cost function. Gradient descent measures the local gradient 
of the error function with respect to the parameter vector and progresses in the direction of the gradient descent. Once the gradient is 
zero, it has reached the minimum. 

G. Polynomial Regression 
Polynomial regression is a special case of linear regression, in which we fit a polynomial equation to data that has a curvilinear 
relationship between the target variable and the independent variable. In polynomial regression, we have a polynomial equation of 
degree n represented as: 

(4) 
Here:  0ߠ is the bias, ߠ ,… ,2ߠ ,1ߠn are the weights in the equation of the polynomial regression, and n is the degree of the 
polynomial. 

H. Artificial Neural Network 
The neural network is an artificial intelligence model of originally designed for to replicate the learning process of the human brain. 
Model is made up of three main layers: input data layer (attributes from example), hidden layer (usually called the "black box"), and 
output layer (estimated house price). The neural network is a network of interconnected artificial neurons. Its rule is to adjust the 
strength or weight  of the connection between units according to externally provided data. ANN is like a nonlinear regression or 
multiple regression model, with unobservable linked variables. Once the network topology and parameters are specified, can be 
expressed as a common statistical or econometric model.  Neural networks are used for different purposes, such as model estimation, 
classification, prediction, etc.  It is used here as a modelling tool and a practical alternative to the famous hedonic econometric 
model. In addition, it aims to predict the value of real estate, so it can be used to measure the recession in the real estate market in 
recent years. 
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Fig.1 Feed-forward Neural Network Structure with Two Hidden Layers 

Furthermore, the results of all the aforementioned algorithms are fed as input to the neural network. We use a neural network that 
applies regression to increase the precision of the result. The neural network calculates them by comparing all the predictions and to 
show the most accurate result did the job as well. 

I. Implementation 
This research used the Jupyter IDE. It is an open-source web application that helps us to share and create documents with code in 
real time, visualization, equations and narrative text. Here we accumulated residence income associated records to estimate the 
residence fees primarily based totally on actual global dataset USA. It is a public output dataset of that particular location in the 
USA. In Order to discover the efficient regression approach for prediction, we require sure parameters to perform comparison a few 
of the strategies. The parameters selected for the evaluation are Scores of the algorithm, [MSE] Mean Square Error and [RMSE] 
Root Mean Square Error, R2Square, cross validation. The underneath Table 1 represents the consequent precis of the parameters, 
whilst above strategies are carried out practically. 
 

Table 1:Comparison of Algorithms 

 

From the above table, we are able to without difficulty carry out comparison of unique algorithms virtually to discover the 
satisfactory among them. Figure 2 underneath is used to virtually visualize the overall performance of diverse strategies in a 
graphical layout based on their scores. In Figure 2,x axis represents the diverse regression strategies taken into consideration for take 
a look at and y-axis represents the rating values observed 
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Fig.2 Comparison of Various Regressions 

The graphical representation of all the different regression techniques 

 
Fig.3 Price vs Area Income              Fig 4 Ridge Regression 

V. CONCLUSION 
This article focuses on the comparison of different machine learning algorithms (linear regression, random forest regression, 
polynomial regression, robust regression, lasso regression, elastic net regression, stochastic gradient descent, svm regressor, 
artificial neural network). Of the experimental results above, the precision rate of the gradient augmentation algorithm is higher than 
that of all the other algorithms. The article can be extended by applying the algorithm described above to predict the resale value of 
houses. Further, most we add several cities to compute the house price values. 
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