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Abstract: Intrusion Detection System (IDS) is vital to protect smartphones from about to happen security breach and make sure 
user privacy. Android is the most popular mobile Operating System (OS), holding many markets share. Android malware 
detection has received important concentration, existing solutions typically rely on performing resource intensive analysis on a 
server, assuming an uninterrupted link between the device and the server. In this paper, we propose a behavior Host-based 
IDS (HIDS) by using permissions incorporating arithmetical and ML algorithms. The benefit of our proposed IDS is two folds. 
First, it is completely independent and runs on the smartphone device, without need any link to a server. Second, it requires only 
training dataset consisting of some of examples from both benign and malicious datasets for tuning. though, in put into practice, 
collecting malicious examples is exciting since its important infecting the device and collecting many of samples in order to 
characterize the malware’s behavior and the labelling has to be done. The evaluation outcome show that the proposed IDS 
gives a very hopeful accuracy. 
Index Terms: Android, Security and privacy, Intrusion detec- tion and prevention system(IDPS),Malware detection, Behavior 
analysis, Machine learning. 

I. INTRODUCTION 
The model System proposed in this paper focuses on various data machine learning techniques that are used in intrusion detection 
prediction system. Now a days smartphone is a most important part of a life. It regulates work throughout our day. Any 
permission difference in smartphone can cause intrusion in other applications of smartphone. Smartphones play essential role in 
modern life. They provide a broad range of attractive features enabling mobile users to access an excess of high-quality 
personalized services , which makes them attractive for cybercriminals. Android is the most popular mobile operating system, 
capturing approximately the majority of global market share, which renders it a major target for attackers. In particular, its open 
operating system characteristic allows the user to install applications from not only trusted, but also untrusted sources (i.e. third-
party markets). therefore, malwares looking like an innocent software (e.g., games, utilities, etc.) might be downloaded and 
installed, which can pose serious security threats. Smartphone malwares also allow attackers to use the stored personal data on the 
device or to launch attacks. This paper presents techniques to analysis of Random Forest for predicting intrusion at an early stage 
[3]. Earlier research efforts on designing an IDPS for Android mostly rely on rooting the device or collecting data from re- mote 
devices and processing them in a command and organize hub inside the cloud However, these approaches have some severe 
limitations: i) they require a continuous link between a mobile device and a central IDPS server, that might not be always 
possible due to the network’s problems or partial coverage; and ii) they increase the risk of personal information leakage, which may 
lead to the violation of user’s privacy. 

II. LITERATURE SURVEY 
Malware detection methods are divided into three major categories: 1) static, 2) dynamic, and 3) hybrid [2]. The static techniques 
(also known as misuse- or signature-based) maintain an updated database of malicious code patterns (i.e. attack signatures) and scan 
the code, with no running it, for those signatures. Behavior-based IDPSs basically build a data- driven model for the benign 
behavior. The data can usually contain access permissions requested by an application, e.g. to read/send SMS, accessing the 
camera, microphone, contact list, device’s location, etc. [3], [4]. Based on the location where the detection algorithm is deployed, 
IDPSs are more divided into three main categories [5]: 
1) Host-based: The complete system, including the detection engine, is deployed on the smartphone device itself, an IDPS [6], [7], 

[8]. 
2) Centralized: An authority and manage center in the cloud monitors the smartphone devices. In-depth analyses are performed 

on powerful servers, taking benefit of their plentiful calculation power and memory capability [9], [10], [11], [12], [13], [14]. 
3) Distributed: The system is partially deployed on the smartphone device and partly within the cloud. The data collection agent 

and some lightweight analyses are performed on the device, whereas computationally expensive analyses are carried out on a 
remote server computer [15], [16]. 
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David Dagon et al. cautioned the local area in 2004 foresee- ing the attainability of malware in cell phones. Indeed on the off chance 
that wi-fi and bluetooth were considered as the most likely disease ways, the development of cell phone deals with nonstop Internet 
availability made the expectation come valid. Solidly, in June of that very year, the first malware specifically composed for Symbian 
OS stage was found. After the disease achievement did by Cabir malware what’s more, its variations, analysts proposed approaches 
what’s more, created diffierent instruments to distinguish malware in cell phones. 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 

III. HOST-BASED IDS 
The proposed HIDS utilizes ML or measurable inconsistency recognition calculations to recognize dubious conduct on Android 
cell phones, dissecting the framework log records and figuring the likelihood of interruption. We recognize highlights that 
adequately describe the effect of versatile malwares furthermore, boost the adequacy of the fundamental calculation for identifying 
dubious exercises. These highlights are checked continuously by the created HIDS to gather the information and feed it to the 
recognition calculation, for examination. 
The engineering of the proposed HIDS is made out of the following segments, represented by Fig. 1: A. Gathering data  
B. Data pre-processing C. Researching the model that will be best for the type of data D. Training and testing the model E. 
Evaluation 
 
 
 
 
 
 
 
 
 
 
 

Fig. 1. System Architecture. 
 

Work Advantage Disadvantage 
Andromaly Behavior-based 

IDS that analyzes resource utilization
of the mobile device 

Requires    labeled 
data and only has been tested against
malicious        data 
collected       from a    few    artificial 
malware’s 

Aurasium Enforces arbitary 
runtime security policies 

Uses repacking- 
modifies 
the original application,   can
be treated as a malware by other
IDSs 

Crowdroid Uses 
crowdsourcing 
to acquire data from different
sources 

Needs root access 
and analyzes one application at a
time 

Drozer IPC to monitor in- 
stalled apps easy to implement new
models 

Uses a command 
line interface that is not user friendly 

Kirin Verifies the apps 
permissions against a set of 
predefined rules and provides 
 a methodology 
 for upgrading security 
requirements 

Analyzes the ap- 
plication in install time and is not
designed for mon- itoring the appli-
cation behavior in runtime 
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A. Data Gathering 
The Real-Time Data Gathering component is responsible for collecting the data in real-time.The Real-Time Data Gathering 
component is responsible for collecting the data in real- time.The process of gathering data depends on the type of project we desire 
to make, if we want to make an ML project that uses real-time data. The data set can be collected from various sources such as a 
file, database and many other such sources but the collected data cannot be used directly for performing the analysis process as there 
might be a lot of missing data, extremely large values, unorganized text data or noisy data. Therefore, to unravel this problem Data 
Preparation is completed . 
 
B. Dataset Pre-processing 
Information pre-handling is quite possibly the main strides in AI. It is the main advance that aides in building AI models all the 
more precisely. In AI, there is a 80/20 standard. Each information researcher ought to invest 80 percent energy for information pre-
preparing and 20 percent chance to really play out the examination. 
Information pre-preparing is a cycle of cleaning the crude information for example the information is gathered in reality and is 
changed over to a perfect informational collection. As such, at whatever point the information is assembled from various 
sources it is gathered in a crude configuration and this information isn’t possible for the investigation. 
Subsequently, certain means are executed to change over the information into a little perfect informational index, this piece of the 
interaction is called as information pre-handling. 
 
 
 
 
 
 
 

 
 
 
 
 
 
 

Fig. 2. Incremental Model. 

C. Researching The Model That Will Be Best For The Type Of Data 
The researching the model that will be best for the type of data utilizes either a ML or a measurable calculation to order every 
section of the standardized dataset. For every section in the dataset, the calculation yields either zero (benign) or one (malicious). 
Consequently, the yield of Recognition Algorithm is a double vector, the length of which, is equivalent to the quantity of sections in 
the standardized dataset. This vector is then taken care of to the Intrusion Probability Assessment module. 

D. Training 
The Training module is liable for building profiles for benevolent and pernicious practices. It very well may be performed either 
disconnected, to save versatile assets, or on the web, by the cell phone, every now and then, to update those profiles since the thought 
for ordinary conduct can change after some time on the grounds that the way the gadget is being utilized may not really consistently 
steady. 

E. Evaluation 
Model Evaluation is a fundamental piece of the model improvement measure. It assists with tracking down the best model that 
addresses our information and how well the picked model will function later on. 
To further develop the model we may tune the hyper- boundaries of the model and attempt to work on the exactness and further 
more looking at the disarray lattice to attempt to build the quantity of genuine positives and genuine negatives. 
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IV. ALGORITHM 
The proposed IDS makes use of following Machine Learn- ing and statistical algorithms so as to classify a run-time behaviour as 
benign or malicious. 

A. Dataset 
We first of all collect benign dataset that contain 7846 samples The samples collected during one data acquisition interval were 
saved in a CSV-file, every row representing one example and each column representing one feature. 
 
 
 
 
 
 
 
 
 
 

Fig. 3. Dataset. 
B. Naive Bayes 
It’s anything but a grouping method dependent on Bayes’ hypothesis with a presumption of freedom between indicators. In basic 
terms, a Naive Bayes classifier accepts that the presence of a specific element in a class is disconnected to the presence of some 
other element. For instance, a natural product might be viewed as an apple on the off chance that it is red, round, and around 3 
crawls in distance across. Regardless of whether these highlights rely upon one another or upon the presence of different highlights, 
an innocent Bayes classifier would think about these properties to freely add to the likelihood that this organic product is an apple. 
Naive Bayesian model is not difficult to assemble and espe- cially valuable for extremely enormous informational indexes. Alongside 
straightforwardness, Naive Bayes is known to beat even exceptionally refined grouping strategies. 
Bayes hypothesis gives a method of figuring back likelihood P(c—x) from P(c), P(x) and P(x—c). Take a gander at the condition 
beneath: 

 
Here, P(c—x) is the posterior probability of class (target) given predictor (attribute). 
P(c) is the prior probability of class. 
P(x—c) is the likelihood which is the probability of predictor given class. 
P(x) is the prior probability of predictor. 
 
C. kNN (k-Nearest Neighbours) 
It very well may be utilized for both arrangement and relapse issues. In any case, it is all the more broadly utilized in order issues 
in the business. K closest neighbors is a straightforward calculation that stores every accessible case and groups new cases by a 
larger part vote of its k neighbors. The case being appointed to the class is generally basic among its K closest neighbors estimated 
by a distance work.These distance capacities can be Euclidean, Manhattan, and Hamming distance. Initial two capacities are 
utilized for consistent capacity and third one (Hamming) for all out factors. In the event that K = 1, the case is basically doled 
out to the class of its closest neighbor. On occasion, picking K ends up being a test while performing kNN demonstrating method. 
KNN can without much of a stretch be planned to our genuine lives model/. On the off chance that you need to find out 
about an individual, of whom you have no clue, you may jump at the chance to get some answers concerning his dear companions 
and the circles he moves in and access his/her information. 
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Things to consider before selecting kNN 
1) KNN is computationally expensive 
2) Variables should be normalized else higher range vari- ables can bias it 
3) Works on pre-processing stage more before going for kNN like an outlier, noise removal 

Fig. 4. kNN. 
D. Random Forest 
Random Forest is a brand name term for an outfit of choice trees. In Random Forest, we’ve assortment of choice trees (so it is 
known as ”Woods”). To group another article dependent on ascribes, each tree gives an arrangement and we say the tree 
”votes” for that specific class. The woods picks the arrangement having the greatest votes (over every one of the trees in the 
timberland). 
 
Each tree is planted and developed as follows: 
1) If the quantity of cases in the preparation set is N, then, at that point test of N cases is taken aimlessly yet with 

substitution. This example will be the preparation set for developing the tree. 
2) If there are M info factors, a number m¡¡M is determined with the end goal that at every hub, m factors are chosen aimlessly out 

of the M and the best parted on these m is utilized to part the hub. The worth of m is held consistent during the backwoods 
developing. 

3) Each tree is developing to the biggest degree conceivable. There is no chance of pruning. 
A benign dataset, the all out number of right and wrong choices are dismissed by True Negatives (TNs) and FPs, individually. 
Conversely, for a malignant dataset, the all out number of right and wrong choices are dismissed by TPs and False Negatives 
(FNs), individually. We use Accuracy, review, F1 score,True Positive Rate (TPR), and False Positive Rate (FPR) as execution 
measurements. . Exactness is the proportion of right choices out of the complete number of choices that the Intrusion Detection 
framework takes. 

 

Here’s how to calculate Precision 

 
And here’s how we can calculate Recall: 

In practice, when we try to increase the precision of our model, the recall goes down, and vice-versa. The F1-score captures both 
the trends in a single value: 

In some cases in AI we are confronted with a multi-class order issues. Cohen’s kappa measurement is a best measure that can deal 
with very well both multi-class and imbalanced class issues. Cohen’s kappa is characterized as: where po is the noticed 
arrangement, and pe is the normal understanding. 
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V. RESULT 
In this section, we present our numerical results for both ML and statistical algorithms. 
 

 

 
 

 

 
Fig. 5. Naive Bayes Accuracy. 

 
Fig. 6. kNN Accuracy. 

 

 
Fig. 7. kNN Accuracy. 

 

Fig. 8. Random Forest Accuracy. 
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VI. CONCLUSION 
We have developed a system for classifying Android ap- plications as malicious or benign applications using machine- learning 
techniques and algorithms. To generate the models, we have used android traffic datasets. This application gives high accuracy rate 
for different machine learning algorithms. 
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