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Abstract: Describing the content of an image has been a fundamental problem of Machine learning that connects computer 
vision and natural language processing. In recent years, the task of object recognition has advanced at an exceptional rate which 
in turn has made image captioning that much better and easier. In this paper, we have discussed the usage of image captioning 
using deep learning for the visually impaired. We have used Convolutional Neural Networks along with Long Short-Term 
Memory to train and generate captions for images along with a text-to-speech engine which makes the experience of visually 
impaired users who are browsing the internet much smoother. We discuss how the model was implemented, its different 
components and modules along with a result analysis conducted on a set of outputs peer reviewed by our colleagues, friends and 
professors. 
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I.  INTRODUCTION 

Recent progress in deep learning has enabled significant advancements in understanding the relationships between visual and 
language entities. Automatically generating captions to an image shows the understanding of the image by computers, which is a 
fundamental task of intelligence. Lately, the internet is playing a huge role in everyone’s lives. The ease of access to the internet lets 
the majority of the population be able to use the internet. As a result, it also becomes important for visually impaired people to be 
able to access and get involved with everything happening on the internet. A lot of research has been put into text-to-speech models 
which have yielded promising results helping them to be able to read on the internet.[2] However, interpreting images is still a 
daunting task for them. Images play a vital role in conveying content and information which improves the overall experience of the 
user. Hence, there is a need to generate captions for images to help visually impaired people to be able to interpret images and use the 
internet with more freedom and improve their overall experience on the internet. So, we are developing an application that uses deep 
learning frameworks to generate captions for an image in a webpage upon user command and speak the caption out loud through 
text-to-speech from third party APIs. In a systematic literature review[4] done by Murk Chohan and others, they have found that 
using CNN along with LSTM would produce greater results of image caption relevance as opposed to ResNET and RNN. Thus, we 
opted to use a similar model with tuning of several hyper-parameters. Another review done by Parth Shah[5] and others, they have 
used inception v3 and LSTM in their show and tell model. Inception v3 was chosen as a CNN feature extraction model for the 
project. 

II.  DATASET 
Taking into account the time and resources available to us in terms of processing power and memory, we decided to use Flickr30k as 
our dataset for training and testing our model. The Flickr30k dataset has become a standard benchmark for sentence-based image 
description. It contains 31,000 images collected from Flickr, together with five reference sentences provided by human annotators[3]. 
The five sentences provide variety and help in making the model robust. 

 
Figure 1. Example dataset image (1000092795.jpg) 
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Table 1. Caption data for the image 1000092795.jpg 

Image_name Comment_number Comment 

1000092795.jpg 0 Two young guys with shaggy hair look at their hands while 
hanging out in the yard . 

1000092795.jpg 1 Two young , White males are outside near many bushes . 

1000092795.jpg 2 Two men in green shirts are standing in a yard . 

1000092795.jpg 3 A man in a blue shirt standing in a garden . 

1000092795.jpg 4 Two friends enjoy time spent together . 

 
III.  CAPTIONING MODEL 

 

 
Figure 2. Captioning model overview 

 
The task of image captioning can be divided into two modules logically – one is an image-based model – which extracts the features 
and nuances out of our image, and the other is a language-based model – which translates the features and objects given by our 
image-based model to a natural sentence. 
For our image-based model (viz encoder) – we usually rely on a Convolutional Neural Network model. And for our language-based 
model (viz decoder) – we rely on a Recurrent Neural Network. 
We have opted for transfer learning by using a pretrained CNN namely InceptionV3 to extract the features from our input image. The 
image is first reshaped to the proper size(299x299) as required and is fed into the InceptionV3 model which gives a fixed-length 
feature vector.  
In the Flickr30k dataset, each image has five captions describing them. Since we are using supervised learning, these captions are 
used as the target results during our training phase. The captions are preprocessed by removing punctuations, special characters, 
indexing etc. The feature vector along with its already predicted words is then fed into the RNN/LSTM to get the next word. 
Corresponding changes are made to the weights based on the result predicted and the actual result. This process is repeated until the 
model reaches the end of the sentence. 
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IV.  CAPTION GENERATOR SYSTEM ARCHITECTURE 
A.  Image Preprocessing 
Given images can be of any size but the image will be converted into 299x299 shape to feed the InceptionV3 since the InceptionV3 
model requires the mentioned size. 

B.  Text Preprocessing 
Each image in the dataset has 5 corresponding captions associated with it. Basic preprocessing like removing special tokens, 
eliminating words which contain numbers and lowercasing all the alphabets was done. All the unique words were taken from the 
captions to generate the vocabulary which was further reduced based on a threshold frequency of the number of occurrences of the 
words in all the captions. 
 
C.  Feature Detection Module 
The image vector given as input to the InceptionV3 model will generate a feature vector of shape (1, 2048) is converted to (2048, ). 
We have opted for transfer learning by using a pretrained CNN namely InceptionV3 to extract the features from our input image. 
InceptionV3 is pretrained with ImageNet dataset to classify images.  

 
Figure 3. Model Summary 
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Figure 4. Model architecture 

 
D.  Caption Generation Module 
Lazy loading using a generator function was implemented to run the model efficiently with a huge dataset of 30000 images. An 
embedding matrix will be used to fit all the words in the current caption corpus and is fed into the network along with the image 
feature vector. In order to form a sentence for the image, we need to know the features of the image and feed them into our gated 
RNN (LSTM). The CNN (InceptionV3) model is used to extract the features of the image which produces a fixed-size vector. The 
LSTM uses the fixed-size vector and the captions given for the image and produces the next word in the sentence as the result. The 
idea of taking a word from the given caption also as an input along with the image vector ensures that the result obtained is much 
similar to the caption in terms of its grammar and sentence structure. It helps in making the sentence more meaningful and legible 
compared to forming a sentence with just classification of objects in the image. 
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Table 2. Training Process 

  Xi Yi 

i Image feature vector Partial Caption Target word 

1 Image_1 startseq  the 

2 Image_1 startseq the  black 

3 Image_1 startseq the black  cat 

4 Image_1 startseq the black cat  sat 

5 Image_1 startseq the black cat sat  on 

6 Image_1 startseq the black cat sat on  grass 

7 Image_1 startseq the black cat sat on grass endseq 

8 Image_2 startseq  the 

9 Image_2 startseq the  white 

10 Image_2 startseq the white  cat 

11 Image_2 startseq the white cat  is  

12 Image_2 startseq the white cat is  walking 

13 Image_2 startseq the white cat is walking  on 

14 Image_2 startseq the white cat is walking on  road 

15 Image_2 startseq the white cat is walking on 
road 

endseq 

 
E.  Deployment Model 

 
Figure 5. Deployment Model 

 
The system consists of four components namely, user (Browser), server, captioning model and text-to-speech converter. The above 
figure shows the overall flow of execution.  
The user first uploads the image for which they want the caption from their browser. It is then processed and sent to the Captioning 
Model for generating the description. The model processes the image using predefined weights and generates a caption for the given 
image which is sent back to the user. The user also has the option of converting the generated caption into audio form by using the 
Text-to-speech converter which reads the caption text. The goal of our design is to keep user interaction to a minimum and simple 
with our website. 
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F.  Text-to-Speech Generator 
Using an off-the-shelf TTS engine seemed a better and faster way to achieve TTS. We used a third party free TTS service provider 
responsivevoice.org API by responsivevoice.org to implement the TTS in the system. Users can choose to hear the caption out loud if 
they are unable to read the caption due to their visual impairment. 
 

V. RESULT ANALYSIS 
Initially we had decided to test our model accuracy using BLEU scores but later as the project progressed and we started learning 
more about the BLEU scores core implementation and got to know that BLEU scores will be given based on the word presence and 
only shallow comparisons will be made as opposed to deep comparisons where we compare the meanings of sentences instead of just 
word occurrence count. This kind of implementation affects our sentence predictions negatively since even if the sentences are 
relevant to the images, using different words with similar meaning would drastically reduce the BLEU scores for our model. Hence, 
we decided not to include BLEU scores for the result analysis of our model. Instead of that, peer rating would appropriately fit the 
purpose of result analysis of our model. We prepared google forms with randomly picked caption image-caption pairs and let random 
people rate the relevance of the caption to the image. 20 images were chosen and 75 people rated the caption relevance to the image. 
The rating values that were considered to be whole numbers from 1 to 5 with 1 being the least relevant caption to the image and 5 
being the most relevant caption to the image. Since 75 ratings were received for 20 images each, a total of 1500 ratings were 
gathered. These ratings were averaged to get the value of 3.223333333 out of 5 or 64.46% of relevance score. Below figures (figure 
6,7,8) are some of the results obtained by our model. 

 
Figure 6. Sample input 1 
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Figure 8. Sample input 2 

 
Figure 6. Peer review analysis summary 

 
VI.  CONCLUSION 

Image captioning has many advantages in almost every complex area of Artificial Intelligence. The main use case of our model is to 
help visually impaired people browse the internet and make it easy for them to comprehend images on the internet. We have used 
pre-trained models and powerful deep learning frameworks such as Convolutional Neural Network and Long Short-Term Memory to 
train and caption the images. We have mainly trained this dataset on Flickr30k and have received satisfying results for the most part. 
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