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Abstract: In this paper, we proposed an Automated Brain Tumor Prediction System which predicts Brain Tumor through 
symptoms in several diseases using Natural Language Processing (NLP). Term Frequency Inverse Document Frequency (TF-
IDF) is used for calculating term weighting of terms on different disease’s symptoms. Cosine Similarity Measure and Euclidean 
Distance are used for calculating angular and linear distance respectively between diseases and symptoms for getting ranking of 
the Brain Tumor in the ranked diseases. A novel mathematical strategy is used here for predicting chance of Brain Tumor 
through symptoms in several diseases. According to the proposed novel mathematical strategy, the chance of the Brain Tumor is 
proportional to the obtained similarity value of the Brain Tumor when symptoms are queried and inversely proportional to the 
rank of the Brain Tumor in several diseases and the maximum similarity value of the Brain Tumor, where all symptoms of Brain 
Tumor are present. 
Keywords: Brain Tumor, TF-IDF, Natural Language Processing (NLP), Cosine Similarity, Euclidean Distance. 

I.  INTRODUCTION  
In this paper, Brain Tumor is predicted through queried symptoms, which is done by ranking the Brain Tumor through symptoms in 
several diseases then estimate chance of Brain Tumor. Rank of the Brain Tumor through queried symptoms in several diseases is 
calculated by Natural Language Processing (NLP) for queried symptoms [4] text processing, TF-IDF for term weighting, Inverted 
Index is used for effective use of storage with efficient information retrieval in real-time, Cosine Similarity Measure and Euclidean 
Distance are used for calculating angular and linear distance respectively between diseases and symptoms. Counting-Sort is used for 
sorting diseases on the bases of their rank on the basis of angular and linear distance. And the chance of the  Brain Tumor is 
proportional to the obtained similarity value of the Brain Tumor when symptoms are queried  and inversely proportional to the Rank 
of the Brain Tumor in several diseases and the Maximum Similarity value of the Brain Tumor when all symptoms of Brain Tumor 
are present. 
Here, diseases and documents, disease’s symptoms and document are interchangeable respectively. Before we are going through the 
proposed technique, results and conclusion, we are elaborating the term Brain Tumor. 
Brain Tumor a brain tumor is an abnormal collection of cells in the brain. The skull is very rigid and the brain is enclosed, so any 
growth inside such a restricted space can cause problems. Brain tumors can be cancerous (malignant) or non-cancerous (benign) 
Brain Tumor don’t depends upon Age and Sex. Symptoms of Brain Tumor are following: (i) Headaches, Nausea (ii) Vomiting (iii) 
Changes in speech, vision, hearing (iv)Problem in balancing, walking, (v) Changes in mood, personality, (vi) Muscle jerking (vii) 
Tingling in arms, legs.  

II. PROPOSED TECHNIQUE 
The proposed technique is divided into two parts: 
1) Database Creation Process: (i) Documents Text Processing using NLP, (ii) Documents Term Weighting and Magnitude 

Calculation and (iii) Create Database & Inverted Index[8][9] 
2) Prediction of Brain Tumor: (i) Queried Symptoms Text Processing using NLP, (ii) Queried Symptoms Term Weighting and 

Magnitude Calculation, (iii) Retrieve Documents Term Weighting and Magnitude from Database and Inverted 
Index[10][11][12](iv) Evaluate Rank and Similarity value of Brain Tumor through symptoms, and (v) Estimate Chance of 
Brain Tumor 

A. Database Creation Process  
1) Parsing1 of Disease’s Symptoms 
2) Remove Stop-words2 
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3) Stemming[3] (Optional) 
4) Calculate TF-IDF and Square of Magnitude of Documents 

 Let, t is a term which is exists in DFt documents and 
N = Total Number of Documents 
TFd, t = how many times a term (unique word) occurs in a document (assumes d) 
 Nd= Total number of terms in d 
Normalized TFd, t = TFd, t / Nd   
 IDFt = 1 + log10(N/df) 
TF-IDFd, t = Normalized TFd, t * IDFt 
Let Dn n, Tm stands for term m and D1 for Brain Tumor. 
Calculate Square of Magnitude of Documents and Save IDFt and Magnitude of Documents in Database 
|Dd| = √∑ (TF − IDFd,t)2 Or,  
|Dd|2 = ∑ (TF − IDFd,t)2 

5) Create Document Vs TF-IDF Inverted Index and Save Square of Magnitude of Documents in Database. 
Note: Diseases / documents and terms are to entertain which are not matches with at least one term of Brain Tumor / Document.  

B. Prediction of Brain Tumor 
1) Parsing of Queried Symptoms 
2) Remove Stop-words 
3) Stemming (Optional) 
4) Calculate TF-IDF[2] and Magnitude of the Queried Symptoms Same formulas have been used for TF-IDF and Magnitude of the 

Queried Symptoms calculation which is used in database Creation Process in section I (d). Let Q stands for query and Ti stands 
for term i. 

5) Get TF-IDF of queried terms in Documents from Inverted Index4 and Magnitude of Documents from Database 
6) Calculate Cosine Similarity between Query and Documents 

Cosine Similarity[5] 
(Q, Dd) = Dot product (Q, Di) / (|Q| * | Dd|)  
Where, Q and Dd are two vectors 
Sort Diseases on the bases of Cosine Similarity 

7) Calculate Euclidean Distance[6] between Query and Documents  

Euclidean Distance  

(Q, Di) = √|Dd|2 + |Q|2 − 2∑ (Qj × Dd,j) mj=1 

Or, 

a) Parsing [1] is a process of extracting unique words from documents, with words in a same case (Full Lower or Full Upper Case) 
without redundant data like symbols etc. from raw data. 

b) Stop-Words [1][5][6] are those words which are commonly used in various sentences, short term words, such as “the, is, at, 
which, in, on”. Stop-words are generally removed for better ranking of documents. 

c) Stemming [1] is a process for reducing inflected (or sometimes derived) words to their word stem, base or root form—generally 
a written word form. Some time Stemming give poor result so, we have taken Stemming as an optional feature in the proposed 
technique. 

d) Inverted List [1] is an inverted file is a word-oriented mechanism for indexing a text collection in order to speed up the 
searching task. Inverted List contains two things (a) “Vocabulary is the set of all distinct words in the text” and (a) 
“Occurrences lists containing all information necessary for each word of the vocabulary”. 

e) Cosine Similarity [3][2] is used for calculating the similarity or angular distance between any two vector points or two 
documents or document and query, which are in vector form i.e. Cosine Similarity (v1, v2) = Dot product (v1, v2) / (|v1| * |v2|);  
where v1 and v2 are two vectors. 

f) Euclidean Distance [1] is used for calculating the separation or linear distance between any two vector points or two documents 
or document and query, which are in vector form i.e. 
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 d(x,y) = √∑ (xi − yi)2 pi=1  

= √|Dd|2 + ∑ ((Qj − Dd,j)2 − Dd,j 2 ) mj=1  

Where,j=1 d,j  

Qj is jth matched term in  TF-IDFq, t 

Dd, j is jth matched term in TF-IDFd, t of d-th document 

8) Estimate Rank and Sort Documents on the basis of Rank 

9) Sort Diseases using counting sort on the bases of Rank 

10) Estimate Chance of Brain Tumor [3][9][8] 

Chance of Brain Tumor = (y/x)*(R/(R+C*(R-1))))*100%  

And, If R=0 then Chance of Brain Tumor ignored (0%). Where, 

y = Obtained Cosine Similarity value in query when symptoms are queried 

x = Maximum Cosine Similarity value of Brain Tumor when all symptoms of Brain Tumor are present. 

C = Coefficient 

R = Ranking of Brain Tumor in several diseases through symptoms Let, x = 1 (for Cosine Similarity) and C = 1 

i. If R = 1 and y = 1 then 

Chance of Brain Tumor = (1/1)*(1/1)*100% = 100% 

ii. If R = 1 and y = 0.812751 then 

Chance of Brain Tumor = (0.812751/1)*(1/1)*100% = 81.2751% 

iii. If R = 8 and y = 0.219781 then 

Chance of Brain Tumor = (0.219781/1)*(8/8)*100% = 21.9781% 

iv. If R = 0 and y = 0.0 then Chance of Brain Tumor = 0% 

Note: Chance of Brain Tumor is also depends upon Number of Documents in Database because IDF is depended on Number of 
Documents. 

11) Show Result in Human Readable Form 

Display Diseases ID, Name and Symptoms according to their ranking. 

III. RESULT 

 
Fig. 1. Ranking of Brain Tumor in several diseases against different combination of symptoms. 

Fig. 2.  
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Fig. 3. Chance of Brain Tumor in several diseases against different combination of symptoms. 

IV. CONCLUSION 
In this paper, we are predicting Brain Tumor using Brain Tumor Ranking in several diseases by symptoms and novel mathematical 
strategy. The developed Brain Tumor decision support system can be used by physician to automatically diagnose the Brain Tumor 
by entering basic sign and symptoms of a patient. The proposed system is not only used for diagnosis but also be used to store and 
view the result of diagnosis for further reference. Here, TF-IDF[7] is used for calculating term weighting for better result based on 
query observation. Conventionally only angular distance else only linear distance is used for ranking of documents. But, the 
proposed paper both Cosine Similarity and Euclidean Distance are used for Brain Tumor ranking through symptoms in several 
diseases for better ranking. Counting-Sort is used for sorting document on the bases of their rank. Inverted File Indexing is used for 
effective use of storage with efficient ranking in real-time. Novel mathematical strategy is used for calculating chance of Brain 
Tumor in percentage. 
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