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Abstract: Today’s world is mostly data-driven. To deal with the humongous amount of data, Machine Learning and Data Mining 
strategies are put into usage. Traditional ML approaches presume that the model is tested on a dataset extracted from the same 
domain from where the training data has been taken from. Nevertheless, some real-world situations require machines to provide 
good results with very little domain-specific training data. This creates room for the development of machines that are capable of 
predicting accurately by being trained on easily found data. Transfer Learning is the key to it. It is the scientific art of applying 
the knowledge gained while learning a task to another task that is similar to the previous one in some or another way. This 
article focuses on building a model that is capable of differentiating text data into binary classes; one roofing the text data that is 
spam and the other not containing spam using BERT’s pre-trained model (bert-base-uncased). This pre-trained model has been 
trained on Wikipedia and Book Corpus data and the goal of this paper is to highlight the pre-trained model’s capabilities to 
transfer the knowledge that it has learned from its training (Wiki and Book Corpus) to classifying spam texts from the rest. 
Keywords: Domain adaptation, Transfer Learning, Text Classification, Language Model. 

I. INTRODUCTION 
Today’s world is majorly dependent on communication networks. Communication has been an essential part of all our lives for 
decades now. It is what connects people across the globe and aids many useful processes going on including space researches, 
businesses, industrial work, telephone communication, etc. People have been using text messaging and e-mails as a medium of 
communication for the past decades.  
They have been popular for being very easily accessible, very fast, convenient, and very low cost. The imperfections in the 
messaging protocols along with the rapidly growing traffic of electronic business and transactions contribute to great IT threats. E-
mail or in general, Spam messages are one of the most sensitive issues of today’s communication system.  
They could lead to individuals getting trapped into fraudulent transactions, fake news, businesses falling into wrong deals, so and so 
forth. Spam messages enter user’s inboxes without the user’s knowledge and overfill their inboxes. This not only can possess great 
threat but also increases the network traffic enormously leading to server bottlenecks and also reduced performance in some 
scenarios.  
Spam classification becomes a crucial problem as filtering messages might be difficult if the countermeasures are overly specific 
that leaves a chance of the deletion of legitimate messages also. Many users have been targeted over these spam messages and the 
issue persists. Many researchers have presented Machine Learning approaches to solve this problem using various algorithms over 
the recent years.  
This article focuses on utilizing the Transfer Learning approach for classifying spam messages using a pre-trained Language Model. 
Transfer Learning technique has been overly popular for providing proven results in rendering attractive performances while 
forecasting results in the target domain utilizing the knowledge that it has gained from a similar source domain dataset. In this 
context, the source domain dataset is the one that can be easily found/collected and usually is highly labeled, for instance, restaurant 
reviews; while the target domain dataset is the one that is generally hard to find as they are poorly labeled, for instance, financial 
datasets.  
Usually, the source dataset for training is chosen in such a way that it comprises the target domain data also. However, in many real-
life scenarios, this becomes a difficult task to gather good source domain data for the model to be trained on.  
Since the model is trained using a high-resource source dataset and is expected to adapt to another (target) domain of low-resource, 
the methodology is understood as domain adaptation. This paper showcases the usage of BERT’s pre-trained model bert-base-
uncased that is trained on the entire Wikipedia which is 2,500 million words and the Book Corpus which is 800 million words on 
classifying Spam messages by the virtue of fine-tuning. 
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II. LITERATURE REVIEW 
Transfer Learning has been a popular interest of many researchers worldwide. There have been numerous attempts in solving 
several daily-life problems using Transfer Learning. There is no rigid definition of Transfer Learning [1], however, this paper 
follows the notion of transfer learning being a method to be able to perform a job on a target domain dataset with the help of some 
knowledge gained from a similar source domain dataset. This concept has been implemented in many applications including finance 
[2] and speech recognition [3].  
Transfer Learning can take up many forms: pretraining, in this scenario, a model is trained on a source dataset and then the learned 
parameters are used to actuation of the target job; or can be used for feature extraction, a famous NLP method [7, 8]; another form 
can be parameter sharing, that involves transferring of specific parameters only that are found to be overlapping between the source 
and target domains [8, 9, 10, 11, 12]; it can also be used by fine-tuning, where a pre-trained model is taken and some or all of its 
weights are frozen and new layers are added to the downstream task so that the trained weights are left unaltered while fine-tuning, 
this method will be followed in this article; and Transfer Learning can also be used for direct prediction, in which case, a pre-trained 
model is directly tested using test data. 
The victory of Language Models over the last few years has been prominent making room for advanced applications of language 
models in diverse areas of interest. Several researchers have adopted the Transfer Learning methodology for various purposes and 
have been able to achieve good performances. Image Recognition applications have seen a huge surge in usage of Transfer Learning 
approaches [4, 5, 6]. In these researches, a subset of the hyperparameters learned from the source domain are used to trigger the 
matching hyperparameters of the Artificial Neural Networks (ANNs) for the target domain data.  
There have been many useful kinds of research for recognizing images using CNNs over years, but very few works have highlighted 
the use of Transfer Learning in Natural Language Processing (NLP). The authors in [13] have made use of the parameter sharing 
transfer learning approach to apply dynamic transfer learning for solving a very popular Natural Language Processing task, Named 
Entity Recognition (NER). This paper concentrates on the fine-tuning method of applying Transfer Learning by freezing the entire 
BERT’s architecture followed by appending a dense layer and a Softmax layer at the end to form the output layer of the altered 
model. 

III. DATASET 
The dataset used to fine-tune the pre-trained bert-base-uncased model is a Comma Separated Values (CSV) file consisting of only 2 
columns, one label, holding binary values, 0 for not spam and 1 for spam; and the other text, holding all the messages (spam and not 
spam). The dataset consists of over 5.5k rows of labeled text messages.  

 
Fig. 1. The dataset. 

The pre-trained model bert-base-uncased which has already been trained on millions of words from the Wikipedia and Book Corpus 
data is now fine-tuned for classification on these 5.5k sentences.  

IV. METHODOLOGY AND RESULTS 
Since the task of handling a huge neural network having millions of hyperparameters requires a large processing unit, the code 
execution was done on Google Colab’s GPU instance.  

 
Pre-trained 
Model 

Hidden 
Layers 

Attention Heads Hidden size Parameters (in 
millions) 

bert-base-
uncased 

12 12 768 110 

Table 2. Hyperparameter configuration of bert-base-uncased. 
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To carry out the training and classification process, the transformers library came in really handy for importing the required pre-
trained model. Along with installing the transformers library, many other necessary packages such as numpy, pandas, PyTorch were 
also imported. The dataset consisting of over 5.5k, to be precise, 5,572 text messages were loaded into Google Colab’s runtime to be 
used for the fine-tuning purpose. The dataset was then split into 70% training data and 30% combined validation and testing data. In 
other words, the whole dataset is split into 70% training data, 15% validation data, and the rest (15%) as testing data. The data is 
split using a random_state of 2018 for the initialization of the internal random number generators for the data split to happen and 
also to reproduce the same data split and results over multiple executions of the code. The data splitting is also stratified with respect 
to the label column to keep the same distribution of the labels in all the splits. For instance, if the data set consists of 30% of 0s and 
70% of 1s then all the splits must have the same distribution to rely on the prediction and not have biased results.  
After the data splitting process, the pre-trained model and the tokenizer were loaded to convert all the textual data into tokens, i.e., 
every word is converted into tokens and stored in the bag-of-words. The model then assigns IDs to every token of every data split 
(training, validation, and testing) for the model to process as no machine can understand natural languages used by human beings. 
Before tokenization, the maximum sequence length was checked and set to 25 to not populate sequences with a lesser number of 
tokens or more padding.  
The model is not passed sequences of tokens but tensors of tokens, hence, the integer series of all the data splits are converted to 
tensors using the torch module. The tensors are loaded into the pre-trained models using DataLoaders with batch_size 32. The data 
is first converted into tokens, then masked with 0s and 1s for padding and attention respectively, and finally coupled with the 
respective labels for loading. This is then sampled using the RandomSampler and ultimately loaded into the model for fine-tuning. 

 
Fig. 2. The flow diagram. 

Now since the approach being followed is to fine-tune bert-base-uncased, the entire architecture is frozen. Doing this prevents the 
parameters from being altered and helps keep the learned weights intact for further usage. The new layers are now added to the 
existing architecture. The existing model is subjected to Dropout at a rate of 0.1. Following this, a ReLU activation function is 
applied. A dense layer was then added, post which the output layer was added which is just a Softmax layer to get binary 
predictions. The optimizer chosen was AdamW with a learning rate of 1e-3. There was a class imbalance that was adjusted and as 
far as the loss function is concerned, cross_entropy was employed to facilitate binary classification. The model was trained for a 
whole of 10 epochs through the entire dataset. The model’s weights were saved after every epoch from which the one with the least 
validation loss value was chosen as the final model. The final model gave a precision (the true positive values over total predicted 
positive values, true +ve, and false +ve) of 99% for the sentences labeled 0 (not spam) and 90% for the sentences labeled 1 (spam). 
It gave a recall score (the true positive values over total actual positive values, true +ve, and false -ve) of 98% and 92% for the not 
spam and spam classes respectively. The f1-score measured 98% and 91% for the not spam and spam classes respectively. 
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Fig. 3. Variation of Training and Validation losses through epochs. 

It is evident from figure 3 that the model converges through each epoch bit by bit and that both the losses are nearing 0.1 during the 
epoch. The model can be subjected to training for a larger number of epochs to get achieve even better results. 

V. CONCLUSION 
This paper showcases the use of Transfer Learning for classifying the textual sentences into binary classes, spam, and not spam. The 
methodology leverages the pre-trained model bert-base-uncased version of BERT. The novelty proposed is to determine how well 
can the pre-trained model utilize its previous knowledge onto classifying slightly different sentences into binary classes. The 
existing model layers are entirely frozen and two new layers were added to it, one fully connected (FC) layer and the other a 
Softmax layer to produce the output. With this approach, the already learned weights are unaffected and only the new ones are 
updated with every epoch. The model turns out to perform well giving an f1-score of 98% for the not-spam class and a 91% for the 
spam class. This model can potentially be modified further and experimented with different Transfer Learning approaches for better 
performances in the future. 
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