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Abstract: In this paper, authors have proposed a class of exponential dual to ratio type compromised imputation technique and
corresponding point estimator in two-phase sampling design. Two different sampling designs in two-phase sampling are
compared under imputed data. The bias and M.S.E. of suggested estimator is derived in the form of population parameters using
the concept of large sample approximation. Numerical study is performed over two populations using the expressions of bias and
M.S.E. and efficiency compared with existing estimators.
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L. INTRODUCTION

Missing data is a problem encountered in almost every data collection activity but particularly in sample survey. To overcome the
problem of missing observations or non-response in sample surveys, the technique of imputation is frequently used to replace the
missing data. In literature, several imputation techniques are described, some of them are better over others. To deal with missing
values effectively Kalton et al. (1981) and Sande (1979) suggested imputation that make an incomplete data set structurally
complete and its analysis simple. Lee et al. (1994, 1995) used the information on an auxiliary variate if it is available. Later Singh
and Horn (2000) suggested a compromised method of imputation. Ahmed et al. (2006) discussed several new imputation based
estimators that used the information on an auxiliary variate and compared their performance with the mean method of imputation.
Shukla (2002) discussed F-T estimators under two-phase sampling and Shukla and Thakur (2008) have proposed estimation of
mean with imputation of missing data using F-T estimators. Shukla et al. (2009) have discussed on utilization of non-response
auxiliary population mean in imputation for missing observations. Shukla et al. (2009a) have further discussed on the estimation of
mean under imputation for missing data using F-T estimators in two-phase sampling and further Shukla et al. (2011) have suggested
linear combination based imputation methods for missing data in sample. Thakur et al. (2012) suggested some imputation methods
for mean estimation in case population parameter of auxiliary information is unknown. Further Thakur et al. (2013) discussed the
estimation of mean in presence of missing data under two-phase sampling scheme while the numbers of available observations are
considered as random variable. The objective of the present research work is to derive some imputation methods for mean
estimation in case population parameter of auxiliary information is missing or unknown.

Il. NOTATIONS
Let (1100001, 2... NOTlbe a finite population with Y; as a variable of main interest and X; (i=12,...,N)an auxiliary

— N _ N — _
variable. Asusual, Y = N ’IZYi , X=N ’lz X, are population means, X is assumed unknown and Y under investigation.
i=1 i=1

Consider a preliminary large sample S'of size n'is drawn from population €2 by Simple Random Sampling (SRSWOR) and a
secondary sample S of size n(n < n') is drawn in either of the following manners:

Case-l: as a sub-sample from sample S' (denoted by design 1) as in fig.1(a),

Case-I1: independent to sample S' (denoted by design 1) as in fig. 1(b), without replacing S'.
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Let sample size S of n units contains I responding units (r < n) forming a sub-space R and (n — I’) non-responding with sub-
space R€inS =RWURC. For everyi e R, Y, is observed variable. For i€ R | the Y, values are missing and imputed values

are computed. The i"™ value X; of auxiliary variate is used as a source of imputation for missing data when i e R®. Assume for S ,

_ n . n'
the data X, ={X, :ie€S}and {X :i'e S'} are known with mean X = (n)’lzlxi andx = (n')’lz X; respectively. The
i=1 i1

following symbols are used hereafter:
YV : the population mean of X and Y respectively;

;9 the sample mean of X and Y respectively;

>_(r ,yr : the sample mean of X and Y for corresponding responding units
respectively; Pyy the correlation co-efficient between X andY ;

SX2 ) Sy2 : the population mean squares of X and Y respectively;

C,.C, : the co-efficient of variation of X and Y respectively.

1 1 1 1 1 1 1 1 1 1 n n
D T e o [ S| - f= =
! (r n'} ? (n n'} : (n' NJ ! (r N—n'} ° (n N—n'} N9 non

I11.  LARGE SAMPLE APPROXIMATION

Population (N) Population (N)

YXYIJ_( Y X ¥ X

n.x

Fig.i (@) [Design 1, Fq] Fig.1 (b) [Design I, F;]
Let §r=\7(1+e1); X. :Y(1+ez); >_(=Y(l+eg); and ;:Y(l+eg'), which implies the results el=%—l;
X X X
e, ==-1;e,==-1ande,'==-1.
X X X

Now by using the concept of two-phase sampling, following Rao and Sitter (1995) and the mechanism of Missing Completely at
Random (MCAR), for given r,n andn', we have:
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A. Under design F; [Case I]

E(e,)=E(e,) =E(e;) =E(e;") =0; E(e’) =5,C’; E(e?)=5,C%; E(e’)=5,C; E(e’)=6,C%
E(elez) = 51prCx; E(eles) = 52prCx; E(elesl) = 53prCx; E(ezes) = 52CX2; E(ezes') = 53CX2;
E(ese;') :53CX2;

B. Under design F, [Case 1]
E(e,)=E(e,) =E(e;) = E(e,") =0; E(e’)=5,C%; E(e’)=5,C% E(e’)=5,C% E(e)") =6,C7;
E(ee,)=0,0C,C,; E(ee;)=5;0C,C,; E(ee,)=0; E(ezeg):55Cf; E(e,e,')=0; E(ese;")=0;

(AVA SOME EXISTING IMPUTATION TECHNIQUE

_ N
Let Y =N ’12 Y; be the mean of the finite population under consideration. A Simple Random Sampling Without Replacement
i=1

(SRSWOR), S of size n is drawn from €2 ={l,2,..., N} to estimate the population mean V . Let the number of responding units
out of sampled n units be denoted by r(r < n), the set of responding units, by R, and that of non-responding units by R . For

every unit i € Rthe value Y, is observed, but for the unitsi € RC, the observations Y; are missing and instead imputed values are

derived. The i"value X; of auxiliary variate is used as a source of imputation for missing data whenieR®. Assume for S , the

_ n
data X, ={X; :1 € S}are known with mean X = (n)’lzlxi . Under this setup, some well known imputation methods are given
i=1
below:

A. Mean Methods of Imputation
The mean imputation method is to replace each missing datum with the mean of the observed value. The data after imputation
becomes

Y, if ieR
For y;define y; as Yy, =
y, if ieRC
: . . . : g 1 -
Using above, the imputation-based estimators of population mean Y is Y = —z Y=Y,
r ieR
The bias and mean square error is given by
(i) B(y,)=0
— 1 1 2
i) V = ———1S
( ) (ym) (r NJ Y

B. Ratio Method of Imputation
Following the notations of Lee, et al. (1994), in the case of single imputation method, if the i"™ unit requires imputation, the value

A

b x; isimputed.
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Y; if ieR )
For y,and X, define y,, as Y, = where b= z Y, /in
bX If | c RC ieR ieR

1
_ - N ~(xn)_<
Using above, the imputation-based estimator is: Y =—z Yoi =Yl = | = Yrar
n ieS Xr
- 1 - 1 - 1
wherey, ==Y, , Xr ==Y X and Xn == X,
r r n

ieR ieR ieS

The bias and mean square error of §RAT is given by

(i) B(?RAT ): V(% _EJ(CE - prCx)

n

(ii) M(ym)z(i—;)sf +G—i)[s$ +R¥S2 -2RS, |  where R :%

C. Compromised Method of imputation
Singh and Horn (2000) suggested a compromised method of imputation. It based on using information from imputed values for the
responding units in addition to non-responding units. In case of compromised imputation procedures, the data take the form

(an/r)y, +(L-a)bx, if ieR
yoi = R
(1-a)bx if ieR°

where ¢ is a suitably chosen constant, such that the resultant variance of the estimator is optimum. The imputation-based estimator,
for this case, is

_ _ X
Y comp :{ayr +(1—Ol)y,.——}

Xr

C -
The bias, mean square error and minimum mean square error at @ =1— p—" of Ycome aregiven by
X

— — 1 1
() B(yCOMP):Y(l_a)(F_HJ(C)Z( -pC,Cy)
y — 1 1 1 1 1 1 —
(i) M (Yooue )= {[H—stf +[F_HJ[SY2 +R2-2RS,, ]} —[?——jazvzci
— 1 1 1 1) ,1.,

M === === S
(iii) (yCOMP )mm {[I’ Nj [I’ njp } Y

©IJRASET: All Rights are Reserved




International Journal for Research in Applied Science & Engineering Technology (IJRASET)
ISSN: 2321-9653; IC Value: 45.98; SJ Impact Factor: 7.429
Volume 9 Issue VIII Aug 2021- Available at www.ijraset.com

V. PROPOSED METHOD OF IMPUTATION AND ITS ESTIMATOR

Let Y; denotes the i" observation of the suggested imputation strategy. We  suggest the following imputation method:

- —x | if ieR
62y, +(L-0)y, exp| L2
r Ly +X
(D) Yedrai = .
(1-0)y, exp| Y= ¢ g
Vv +X |
n'x — X
where Y = ————
n-n
Under this strategy the point estimator of? is
v < | X _
Teag =0y, +(1-0)y, exp — 1) where 6 isa
v +X

suitably chosen constant, such that the resultant variance of the estimator is minimum.

VI. PROPERTIES OF PROPOSED ESTIMATOR
Let B(.)t and M (.)t denote the bias and mean square error (M.S.E.) of the estimator under the given sampling designt=1,11 .

The properties of T, are derived in the following theorem respectively.

edr

A. Theorem 6.1

Estimator T, in terms of €, ; i=1, 2, 3 and eé could be expressed upto first order of approximation:

edr

— ' 2 ' ' .
Tegrg :Y|:1+el +l- 6){% (es —€, 16,6 _ele2)+% (Zezes _esz —€; )+% (eles —€,6, )H
by ignoring the terms £ [ei' e ] E[eir , (e] )S]for r+s>2, where r.5=012,...

and 1 =1,2,3; j = 2,3 which is first approximation.

Proof: T4 =9§r + (1_9)§r exp "4 _i
W+ X
: ' . -1
=Y|6(L+e) +(L-O)L+e,) eXp{g(e32_e2) [1+ 28, + gges ‘ez)J }

=Y{1+el+(1—9>{g(e;—e2+qe3—qe2)+g8(&%—éz—eé)%(qeg—e@z)ﬂ @
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B. Theorem 6.2
Bias of T, under design | and Il , up to first order of approximation is:

O Bl =Y {(1— 0){(61 ~6)3(Sc, 00, Jc, H

() BTy = —\7{(1—9){% < J5 +(%+ 5 pg—YJ5 c: H

Proof: (i) B(Tedrd I:Tedrd - ]|

=V{1+q+(1—@{g(% &, 68, —elez)+%2(2%és —éf—ef)%(elés —elez)}— }

Using the results of design F; [Case 1], we get the bias of the estimator

o), 5 a-f-0)3{$r &t |

(i) BTy )y = E[Tedrd _?]H

=YE{1+el+(1—H>{g(éa even-eerTls o) s —elez)}—l}

Using the results of design F, [Case 1], we get the bias of the estimator

B(Tes Ju = {(1 9){ +%2J5 +(%+gp§ J@c;H

C. Theorem 6.3
Mean squared error of T, under the design | and Il , upto first order of approximation can be written as:

M (T, =V2{6lci v, —6»{97:(1—0)20; —(1—0>gpcvcxH

1)

_ 2
2) M(Tg)y =Y2{54C5 +(5; +54){%(1—0)2}Ci —(1—0)954pCYCx} @)

3)

Proof: Squaring and taking expectations on both the sides of (2) and neglecting second and higher order terms, we get the MSE of
T4 tothe first degree of approximation as

a) M(Tedrd)l I:Tedrd_ ] =Y E[e +(1- 9) (e ez)}

=Y E{e +(1 0)2 94 (e +e7 2€Zeg)+(l—0)g(eleé—elez)} (5) Using the results of design F, [Case

‘1], in equation (5), we get the mean square error (MSE) of the estimator
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M(Tedrd)l =V2|:51C5 +(51 _52){97:(1_0)2(:)2( _(1_0)ngYCX}:|

2
b) M (Teyg) i = E[Tedrd —Y ]lzl =Y ZE[el + (1—9)%(95, - ez)}

Using the results of design F, [Case 1], in equation (5), we get the mean square error (MSE)
of the estimator

M (Tegro ) =V2{54C5 + (5, +54){97:(1—9)2}C§ —(1—9)954PCYCX}

D. Theorem 6.4

Minimum mean squared error of T, , under design I and Il is:

edr

1) (M (Teyre), ]min = [(1_ p*)8, +8,p° ]Sf

whené’zl—gpc—Y (4)
Cyx

2) [M (Teas) i Join = [{53 +6,(1- pz)}(53 +8,)76, ]S\?

when 9=l—£6—4pC—Y )
g (6;+9,) Cy
Proof: (i) Differentiate (3) with respect to 6 and equating to zero, we get
d 2 C
— M (Tyy), [=0 20 =1-Zp %
40 ( drd )| ] g P C,
putting the value of @ in (3), we obtain
[M (Teara ) ]min = [(1_ p*)6, +8,p° ]Sf
(ii) Similarly, proceeding for (4), we have
iIvl(-l-edrd)ll]zo:0:1_E 64 -pC—Y
do g(o;+9,) Cy
putting the value of € in (4), we obtain
[M (Tedrd ) 1 ]min = [{53 + 54 (1_ pz }(53 + 54)7154 ]S\?
VII. COMPARISONS OF THE ESTIMATOR

1) Comparison of the estimator [M (Ta), ]min and the estimator V()
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2) Comparison of the estimator [M (T )y ]min and the estimator V()

32 = V)M Ty L= )57 0 () 7S

N-n" NJ7" (1 1 1 1
nn N r N-n

_ - N(N —n')n’
(Tedrd )” is better than yS if AZ >S0=r< 3Nn'_n—'2_N2

3) Comparison of the estimator [M (Tedrd )I ]min and the estimator M (9RAT)

A, = M()_/RAT )— [M (Tedrd )I ]min

S2|(1 1 11 1 2 1
=Y || === 1|CJ +| =—=|(Ck —2pC,Cy )+| === +—|p’Cy
{[n NJY [I’ n}(x Py x) [I’ e NJP Y:|
(Tedrd )| is better thangRAT JifA; >0.

this generates two conditions as

(i)  when (C)Z( -2pC,C, )>0 = pC—Y<l

Cy, 2
, 1 2 1 Nn'
(i) when | ———+— (>0 = TI<

r n N 2N —-n'

4) Comparison of the estimator [M (Tedrd )” ]min and the estimator M (9RAT)

A, = M(?’RAT )_ [M (Tedrd )II ]min

=1 1), (1 1\,
! hJW,J*4},J@&QQJ*(

)
r N-n 22

0
1_1}{y_1]pq ”
n N r N-n

(T ),, s better thany o if A, >0
this generates two conditions as

(i) when (C)Z( -2pC,C, )>0 = pC—Y<l

Cy, 2
, 1 1.1 1 N(N —n')n’
(i) when | ———+—— S0 =M< —————
nNn N r N-n 3Nn'-=n""—=N

©IJRASET: All Rights are Reserved




International Journal for Research in Applied Science & Engineering Technology (IJRASET)
ISSN: 2321-9653; IC Value: 45.98; SJ Impact Factor: 7.429
Volume 9 Issue VIII Aug 2021- Available at www.ijraset.com

5) Comparison of the estimator [M (Toa), ]min and the estimator M (Y gopp )

Ag = M(yCOMP )_ [M (Tedrd )| ]min
S2/(1 1 2 1 1
=Y =-= |/ | 5-=-=|p°C/ [>0
Kn' Nj Y [n' n ij Y}
. - . 2 1 1
(Tedrd )| is better than Yoy, if A >0 = (F _H_WJ <0
Nn'
2N —n.
6) Comparison of the estimator [M (Tedrd )” ]min and the estimator M (9comp)

Ag = M()_/COMP )_ [M (Tedrd )u ]min

5,(8,+5,)-5?
- 5 _5 SZ_ 7 3 4 4 282
(6 4) Y [ (53+54) jp y

= N<

(Tedrd )” is better than 9comp* if Ag>0
55—, N85 +5,)
:>2<(6 A T = P <p<P
" 6+ 50)-57] g

(65, -5,)6,+3,). @{Li} 5 _[E_lj.

16,(5,+5,)-62] r N “r n

where, P = ;O

VIII.  NUMERICAL ILLUSTRATIONS
We consider two populations A and B, first one is artificial population of size N=200 [source Shukla et al. (2009)] and another one

is from Ahmed et al. (2006) with the following parameters:

Table 8.1: Parameters of Population A and B

Population | N Y X Sj S? p C, C,

A 200 42.48518 | 18.515 | 199.0598 | 48.5375 0.8652 0.3763 0.3321
343.31

B 8306 | 253.75 5 338006 862017 0.522231 | 2.70436 | 2.29116

Let N =60,n=40,r=5, g =2 for population A and n'=2000, n=500, r =450, g = 0.33333 for population B

respectively.
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The percent relative efficiency of different estimators is shown in tables 8.2 and 8.3.

Table 8.2: MSE, bias, and percent relative efficiencies (PRE) of different estimators for Population A

Population A
Estimators
Bias Efficiency MSE
Y, 0 100 38.81893
yR AT 0.24890 254.70485 15.24075
ycow 0.19005 304.68706 12.74059
Tedrd -0.99641 355.67436 10.91417

Table 8.3: MSE, bias, and percent relative efficiencies (PRE) of different estimators for Population B

Population B
Estimators - —
Bias Efficiency MSE

Y, 0 100 710.4302
yRAT 0.22994 92.3546 768.7752
ycow 0.05041 102.9321 689.9429

458.3537
Tedrd -27.91688 154.9022

IX. CONCLUSION
In this paper, the PRE of the suggested estimator T, has been compared with several other estimators, viz.,

95 &RAT , and §COMP . From tables 8.2 and 8.3, it is observed that the proposed estimator T, in its optimality is more efficient

than the other estimators taken for comparisons under considerations. Hence, the proposed estimator is preferable in comparison to
other estimators taken into consideration.
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