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Abstract: The recommendation problem involves the prediction of a set of items that maximize the utility for users. As a solution 
to this problem, a recommender system is an information filtering system that seeks to predict the rating given by a user to an 
item. There are theree types of recommendation systesms namely Content based, Collaborative based and the Hybrid based 
Recommendation systems. The collaborative filtering is further  classified into the user based collaborative filtering and item 
based collaborative filtering. The collaborative filtering (CF) based recommendation systems are capable of grasping the 
interaction or correlation of users and items under consideration. We have explored most of the existing collaborative filtering-
based research on a popular TMDB movie dataset. We found out that some key features were being ignored by most of the 
previous researches. Our work has given significant importance to 'movie overviews' available in the dataset. We experimented 
with typical statistical methods like TF-IDF , By using tf-idf the dimensions of our courps(overview and other text features) 
explodes, which creates problems ,we have tackled those problems using a dimensionality reduction technique named Singular 
Value Decomposition(SVD). After this preprocessing the Preprocessed data is being used in building the models. We have 
evaluated the performance of different machine learning algorithms like Random Forest and deep neural networks based Bi-
LSTM. The experiment results provide a reliable model in terms of MAE(mean absolute error) ,RMSE(Root mean squared 
error) and the Bi-LSTM turns out to be a better model with an MAE of 0.65 and RMSE of 1.04 ,it generates more personalized 
movie recommendations compared to other models. 
Keywords: Recommender system, item-based collaborative filtering, Natural Language Processing, Deep learning. 
                                                                       

I. INTRODUCTION 
Recommender systems is an information filtering technique. It helps in providing the information which a particular person might 
be intrestedin. There are a wide variety of applications for recommendation systems. These have become increasingly popular over 
the last few years and are now utilized in most online platforms that we use. Such platforms' content ranges from movies, music, 
books, and videos to friends and stories on social media platforms, products on e-commerce websites, individuals on professional 
and dating websites, and Google search results. They must venture into new domains in order to learn more about the user while 
also making the most of what they already know about the user. Three main approaches are used for our recommender systems. One 
is Demographic Filtering i.e They offer generalized recommendations to every user, based on movie popularity and/or genre. Users 
with comparable demographic characteristics receive the same movie recommendations from the System. Because each user is 
unique, this technique is thought to be overly simplistic. The primary premise of this method is that films that are more popular and 
highly acclaimed are more likely to be loved by the general public. The second type of filtering is content-based filtering, in which 
we aim to profile users' interests based on the data we collect and then recommend goods based on that profile. The other is 
collaborative filtering, where we try to group similar users together and use information about the group to make recommendations 
to the user. 

II. LITERATURE SURVEY 
A recommender system or a recommendation system (sometimes replacing "system with a synonym such as platform or engine) is a 
type of information filtering system that attempts to forecast a user's "rating" or "preference" for a given item. Recommender 
systems are used in a wide range of applications, including movies, music, news, books, research articles, search queries, social 
tagging, and general items. There are also recommender systems for experts, collaborators, jokes, restaurants, clothing, financial 
services, life insurance, romantic partners (online dating), and Twitter sites are all examples. 
GaojunLiu and xingyuWu[1] in “Using collaborative filtering Algorithms combined with Doc2vec for Movie recommendation”  
have suggested that we could use collaborative filtering where movies were recommended based on their features.  
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They’ve used the Doc2Vec models like “PV-DM (Paragraph Vector-Distributed Memory Model) and PV-DBOW (Paragraph 
Vector-Distributed Bag Of Words)” and handled the Cold start and sparcity problem. the proposed algorithm solves the deficiencies 
of the traditional recommendation algorithm model to a certain extent and improves the recommendation effect. 
Rishabh Ahuja, Arun Solanki, Anand Nayyar[2] in “Movie Recommender System Using K-Means Clustering AND K-Nearest 
Neighbor” ,various tools and techniques have been used to build recommender systems. Various algorithms such as K-Means 
Clustering, KNN, Collaborative Filtering, Content-Based Filtering have been described in detail.The results given by the proposed 
system are better than the existing technique on the basis of RMSE value but with less number of clusters. 
Meenu Gupta et al[3],their approach is based on cosine similarity using k-nearest neighbor with the help of a collaborative in  
filtering technique. To avoid the use of content-based filtering, the Item-based CF filtering approach is used for obtaining better 
results. 
Barman, Surajit et al[6] in “Movie Recommendation based on User Similarity of Consumption Pattern Change” have presented an 
approach to calculate the similarity among the items based on the genre of items. Any item may belong to more than one genre or 
category. Based on items propensityt o a specific genre or category they have proposed a new item-item-based similarity metric. 
Das D., Chidananda H.T., Sahoo L et al[7] in “Personalized Movie Recommendation System Using Twitter Data”tried to 
recommend a list of movies to specific Twitter users using content-based collaborative filtering approach by analyzing rating 
datasets collected from Twitter.they have got a pretty good results but they further recommended to use the various other textual 
data to develop a more powerful and efficient recommended. 
Cheng, J., & Zhang, L et al[8] in “Jaccard Coefficient Based Bi-clustering and Fusion Recommender System for Solving Data 
Sparsity” have proposed an efficient rating-based recommender algorithm, JCBiFu which uses the density peak clustering method to 
cluster the user-item rating matrix, and    estimates the missing values for sparsity data to cope with the sparsity problem in cold-
start settings. the recommendation quality in terms of RMSE and MAE shows that JC-BiFu generates more accurate 
recommendations with less prediction error compare with other methods. However, If there exists a brand new user that have not 
rate any items, or a brand new item that has not been rated by any users, JC-BiFu cannot make good recommendations. 
Hao wang et al[9] said that ,the ratings are often very sparse in many applications, causing CF-based methods to degrade 
significantly in their recommendation performance.  
To address this sparsity problem, auxiliary information such as item content information may be utilized. Collaborative topic 
regression (CTR) is an appealing recent method taking this approach which tightly couples the two components that learn from two 
different sources of information 
Ivica obadic et al [10] ,proposed Using a model-based approach and current breakthroughs in deep learning, a method for 
successfully tackling the item-cold start problem has been developed. They employed a latent factor model for recommendation and 
a convolutional neural network to estimate the latent variables from item descriptions when usage data was unavailable. To train the 
convolutional neural network, latent components created by applying matrix factorization to the existing consumption data are used 
as ground truth. The convolutional neural network uses the textual description of the new objects to construct latent factor 
representations for them. The results from the experiments reveal that the proposed approach significantly outperforms several 
baseline estimators. 
 

III. PROPOSED SYSTEM 
The collaborative filtering (CF) based recommendation systems are capable of grasping the interaction or correlation of users and 
items under consideration. We have explored most of the existing collaborative filtering-based research on a popular TMDB movie 
dataset. We found out that some key features were being ignored by most of the previous researches. Our work has given significant 
importance to 'movie overviews' available in the dataset.  
We experimented with typical statistical methods like TF-IDF , By using tf-idf the dimensions of our courps(overview and other 
text features) explodes, which creates problems ,we have tackled those problems using a dimensionality reduction technique named 
Singular Value Decomposition(SVD). After this preprocessing the Preprocessed data is being used in building the models. We have 
evaluated the performance of different machine learning algorithms like Random Forest and deep neural networks based Bi-LSTM.  
The experiment results provide a reliable model in terms of MAE(mean absolute error) ,RMSE(Root mean squared error) and the 
Bi-LSTM turns out to be a better model with an MAE of 0.65 and RMSE of 1.04 ,it generates more personalized movie 
recommendations compared to other models. 
. 
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IV. WORKFLOW OF A PROPOSED SYSTEM 

 
Fig 4.1 Workflow of A Proposed System 

 
V. METHODOLOGY 

1) Preprocessing: Intitially the dataset is incomplete, inconsistent, inaccurate and often lacks specific attribute values/trends. 
Preprocessing helps enhancing the quality of data so that meaningful insights from the data can be acquired. We start of the 
preprocessing by checking the summary of the dataset and then performing the data analysis on the features provided in the 
dataset. Then extracting the features like Actors, directors, genres, production companies, budget, overviews etc .The columns 
like genres, actors, production companies, directors consists too more than 3,4 values, but not every value is important for 
predicting the target, we are just going to consider the top  2-3 values from them and making the dataset ready for the next step 
feature selection. Removing all the unneccesary columns as we have already extracted the information from the dataset. 

2) Feature Selection: The data available in context of movies ,mostly those relating to the names of entities is nonnumerical and 
hence the basic requirement is to convert it into processable format. The very first thing to do is to make tokens of a sentence 
and then using the NLP technique Term Frequency-Inverse Document Frequency method.TF-IDF, or (Term Frequency(TF) — 
Inverse Document Frequency(IDF)), is a strategy for determining the meaning of sentences made up of words that cancels out 
the shortcomings of the Bag of Words technique, which is useful for text classification or assisting a machine in reading words 
in numbers. At first we are going to break the sentences of textual feature the overview and then tokenization is being and also 
removing the symbols and the seperators. Tokenization breaks the raw text into words, sentences called tokens. After the 
tokenization and stemming have been completed, the process of reducing a word to its word stem, which affixes to suffixes and 
prefixes or to the roots of words known as a lemma, is known as stemming. Then, with the help of ngrams, we'll turn this 
corpus into a document feature matrix. DFM or document feature matrix refers to documents in rows and features as columns. 
Then comes the important step that is ,we are going to apply the TF-IDF formula on this document feature matrix. method. TF-
IDF is a combination of two different words i.e. Term Frequency and Inverse Document Frequency. A Term Frequency is the 
number of times a term appears in a document (synonymous with bag of words). The number of times a term appears in a 
corpus of documents is known as the Inverse Document Frequency. After obtaining both these values we are going to multiply 
them  and the  natural log  is being used with the idf and  the formula  for  the  TF-IDF  goes by 
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 Again, With tf-idf a problem referred to as curse of dimensionality comes into picture, as the dimensions of our courps(overview 
and other text features) explodes, which creates a series of problems, However these problems can be tackled by using 
dimensionality reduction techniques. 
As a dimensionality reduction technique, we'll employ SVD (Singular value decomposition). Singular Value Decomposition, or 
SVD, is one of numerous strategies for reducing the dimensionality of a data set, or the number of columns. Why would we want to 
lower the number of dimensions in the first place? More columns in predictive analytics usually equals more time spent building 
models and score data. If some columns have no predictive value, that means you're wasting time, or even worse, such columns add 
noise to the model, lowering model quality and forecast accuracy. Dimensionality reduction can be accomplished by simply deleting 
columns, such as those that may appear to be collinear with others or those that have been found as not being very predictive of the 
goal as determined by an attribute importance ranking technique. However, it is also possible to achieve this by generating new 
columns from linear combinations of the original columns. The resulting converted data set can be fed into machine learning 
algorithms in both scenarios, resulting in faster model build times, faster scoring times, and more accurate models. While SVD can 
be used to reduce dimensionality, it is most commonly utilised in digital signal processing for noise reduction, image compression, 
and other applications. The SVD algorithm divides a m x n matrix, M, of real or complex values into three component matrices 
using a factorization of the type USV*. A m x p matrix is U. S is a diagonal p x p matrix. V* is the transpose of V, a p x n matrix, or 
the conjugate transpose if M contains complex values, and V is a n x p matrix. The rank is the value of p. The singular values of M 
pertain to the diagonal entries of S. We can produce at least 10 new features by using SVD on our corpus. 
3) Cosine Similarity: The metric of cosine similarity is used to determine how similar two items are, regardless of their size. 

Mathematically, it measures the cosine of the angle between two vectors projected in a multi-dimensional space. we are going 
to perform the cosine similarity between the new extracted features we got and store it in a separate column The smaller the 
angle between the two vectors, the more similar they are to each other. If the angle between the two vectors is 90 degrees, the 
cosine similarity will be 0. This indicates that the two vectors are perpendicular to one another. which means they have no 
correlation between them. The formula goes by 

    
Here “a” and “b” are the vectors in multidimensional space. 
-1 value indicates that two vectors are strongly opposite to each other,0 indicates the independent vectors and 1 indicates the two 
vectors are strongly related with each other. 
 
4) Weighted Rating: The first model that we are going to build for just testing we are going to perform the weighted rating which 

actually takes the inputs ratings, vote count, vote average. The formula goes by 
 

                                                              
                                         Here W=weighted rating 
         R=average for the movie as a number  
                                         V=number of votes for the movie 
                                         M=minimum votes required to be listed 
                                         C=the mean vote across the whole report 
After performing the weighted rating we are going to perform the tf-idf  vectorization on the movie overviews and  the cosine 
similarity metric is applied between them and then we are going to define the method called get_recommendation( ),which actually 
takes the particular movie as input and outputs the movies which are similar based on the overviews. 
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5) Recurrent Neural Networks: A Recurrent Neural Network (RNN) is a type of Artificial neural network which uses sequential 
data or Time series data. RNN are the state of the art algorithm for sequential data. Recurrent neural networks address this 
issue. They are networks with loops in them, allowing information to persist. It has Vanishing, Exploding Gradient-Problem. 
To overcome this problem we are using here Long and Short term Memory. 

 
Fig 5.1 An unrolled Recurrent Neural Network 

 
6) LSTM Networks: RNN consumes sentences word by word, updating the hidden state as each word is processed. Simple RNNs 

employ the tanh or sigmoid activation functions, which fail to grasp numerous long-term dependencies in sentences because 
they place greater emphasis on the most recent words encountered. During training, this also has the issue of vanishing and 
exploding gradients. LSTM learns to selectively forget and recall rather than storing every detail of a sentence in state. The 
gating mechanism is used to accomplish this. 

It consists of three gates and a candidate memory cell. Gates aids in the selective forgetting and remembering of information in a 
sentence, with the contents being stored in a memory cell. The figure depicts the structure of an LSTM network. The layers of the 
LSTM are made up of the following components. 
a) Forget Gate (ft): It chooses which information from the previous memory cell to delete. 
b) Input Gate (it): It chooses which data to send to each cell to be remembered. 
c) Candidate Memory (C´ t): It keeps track of the data from the current input. 
d) Output Gate (ot): The current hidden state is computed using the tanh function, which squashes cell memory to lie between -1 

and 1. At this moment, the output gate determines what should be output in the hidden state. 
e) Cell Memory (Ct): It is the real cell memory that has been updated after relevant information has been added and unneeded data 

has been removed. 
LSTMs are specifically developed to prevent the problem of long-term dependency.  

 
Fig 5.2 The LSTM contains four interacting layers 

 
LSTMs have a chain-like structure as well, but the repeating module is different. Instead of one neural network layer, there are four, 
each interacting in a unique way. 
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7) Bi-directional Long and Short Term Memory: Bidirectional LSTMs are a type of LSTM that can be used to increase model 
performance in sequence classification issues. These bidirectional LSTM will manage your inputs in two directions: from the 
past to the future and from the future to the past. 

 
Fig 5.3 Bidirectional LSTM 

 
VI. IMPLEMENTATION 

1) Dataset: The dataset used is the TMDB movies dataset which is available on the Kaggle.com. 
It contains more than 5000 movies and their rating and basic information, including user ratings and revenue data. A successful 
movie is evaluated by its popularity, vote average score(Ratings) and revenue. 
It  contains 2 CSV files 
 tmdb_5000_credits.csv 
 tmdb_5000_movies.csv 

The tmdb_5000_credits consists of 4 colums which holds the information about the the cast,crew,title,movieid. 
The tmdb_5000_movies consists of 20 columns.It tholds the information about the 
 movie genre,overviews,vote_average,budget,keywords,original language,original   language,tagline,popularity etc. 
Programming Language and IDE Used for Data Analysis, Feature Extraction, Feature Engineering,Data Preprocessing, Data 
Visualization: R Programming, Rstudio 
Programming Language and IDE used for model building:Python,Jupyter Notebook 
 
a) We started of by loading the dataset into the workspace. 
b) By checking the summary of the dataset which outputs mean median,min,max values of the numerical features present in the 

datastet and also the length,class,mode of the categorical fetaures. 
c) Data visualization of the features is performes. 
d) The NLP steps like tokanization,stemming,ngrams is being done on Features Overview,Genre,Actors 
e) TF-IDF is being applied after the above step. 
f) With TF-IDF curse of dimensionality comes into picture ,applying SVD and getting the top 10 Features out of the features 
g) The first model which we build is  based on weighted rating and cosine similarity. 
h) Using the clean and the processed data the second model which  is based on Random Forest regressor is being built,where we 

are predicting the ratings and calculating the  
i) Using the metrics MAE,RMSE ,since it is a regression mode 
j) Using the clean and processed data the third model which is based on Bi-Directional LSTM is built,similar to the above model 

this model also predicts the ratings. 
k) The metrics employed are MAE,RMSE 
l) Comparing  both the models i.e Random forest regressor and the Bi-Directional LSTM in terms of MAE,RMSE. 
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VII. RESULTS AND DISCUSSIONS 
In the very first model  we are going to calculate the weighted rating and also we are going to be testing whether we can make use 
of overview feature or not by applying the cosine similarity between the overviews. 
 
 

 

Figure 7.1 Weighted rating model 
 

 
Fig 7.2 weighted rating score 

 
The weighted rating score can be seen in the above figure which is being calculated by using the imdb formula and it takes the 
features like vote count,vote average,revenue and the popularity into the consideration and then the formula is being applied on 
those features to obtain the weighted rating score. 
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Fig 7.3 Results for cosine similairty between the overviews of items 

 
The above figure shows the output of the function get_movies function where related movies are being displayed when the input is 
being passed.Here the input is being taken as a static type input.And recommendations of Three different inputs is being displayed.                                   

 
Fig 7.4 Random Forest Regressor model 

 
In the above  screen we are defining the random forest regressor model where we performed the 10 fold cross validation on the 
training set and the metric employed is mean squared error  



International Journal for Research in Applied Science & Engineering Technology (IJRASET) 
                                                                                           ISSN: 2321-9653; IC Value: 45.98; SJ Impact Factor: 7.429 

                                                                                                                Volume 9 Issue IX Sep 2021- Available at www.ijraset.com 
     

 
189 ©IJRASET: All Rights are Reserved 

 

 
Fig 7.5 Feature importance score 

 
In the above output screen the fitting of the data into the model is being done and also the important function which is feature 
importance score is being used. which outputs the importance of the features present in the dataset which also include the features 
which we have created like x1,x2,x3 etc and the importance is being displayed in terms of the percentage. 

 
Fig 7.6 MAE, MSE, RMSE of Random Forest Regressor 

 

 
Fig 7.7 Training the Neural Network model with 50 epochs 
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Fig 7.8 MAE, MSE, RMSE Of BiDirectional LSTM 

  

 
Fig 7.9 comparison plot of Random Forest Regressor and BI_Directrional LSTM 

 
The above plot compares the MAE, MSE, RMSE values of the Random Forest Regressor and the Bi-Directional LSTM. And from 
the above Plot we can say that the Bi-directional LSTM performed better in terms of the above mentioned metrics when compared 
with the Random Forest Regressor. 



International Journal for Research in Applied Science & Engineering Technology (IJRASET) 
                                                                                           ISSN: 2321-9653; IC Value: 45.98; SJ Impact Factor: 7.429 

                                                                                                                Volume 9 Issue IX Sep 2021- Available at www.ijraset.com 
     

 
191 ©IJRASET: All Rights are Reserved 

 

VIII. CONCLUSION 
A. As the traditional collaborative filtering suffers from the problems like Data sparcity and cold start, we have tried to use the 

features of the items to a good extent, the features such as overview, production companies, actors, directors, genre, etc will 
have a huge impact in developing a recommendation system. 

B. In this paper, we proposed to use the NLP technique TF-IDF on various features of the items to handle the problems of 
traditional collaborative filtering. Further, using the bi-directional LSTM’s for building model and we got the MAE of 0.75 and 
RMSE of 1.04. 

C. Also, we have used random forest regress or algorithm which will output the best features which can be used in building the 
models and boosting the accuracy of models. The experiment on the TMDB dataset verify that the proposed method handles the 
limitations of the traditional collaborative filtering to some extent by improvising the recommendations. 
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