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Abstract: Discrete Wavelet Transform (DWT) derived features used for digital image texture analysis. Wavelets appear to be a 
suitable tool for this task, because they allow analysis of images at various levels of resolution .The discrete wavelet transform is 
a linear transformation that operates on a data vector whose length is an integer power of two, transforming it into a 
numerically different vector of the same length. Since the proposed error compensation bias is realizable, the constructing low-
error fixed width booth multiplier is area time efficient for VLSI implementation. Fixed width multiplier generates an output 
with the same width as the input. They are widely used in digital signal processing systems. The computation error is introduced 
if the least significant (LS) half part is directly truncated. To reduce the computation error, many compensation techniques were 
presented for array multipliers. There is an apparently trade-off between accuracy and hardware complexity. Recently, 
compensation works have been increasing focused on reducing the truncation error on the booth multiplier. In presented 
statistical and linear regression analysis to reduce the hardware complexity. However, the truncation error was partly depressed 
because the estimation information that came from the truncated part is limited. This study proposes a probabilistic estimation 
bias (PEB) method for reducing the truncation error in a fixed width booth multiplier. The PEB formula is derived from the 
probabilistic catalysis in the partial product array after the booth encoder. In addition, the low-error and area-efficient PEB 
circuit is obtained based on the simple and systematic procedure. In this way, the time-consuming exhaustion simulation and the 
heuristic process of the compensation circuit can be avoided. Furthermore, the hardware efficiency and low error are validated 
through our simulation results. The main advantage of this method has provided smaller area and smaller truncation errors. 
Keywords— DWT, Estimation theory, Fixed-width Booth multiplier, Probabilistic analysis 

I. INTRODUCTION 
Wavelet transforms have become one of the most important and powerful tool of signal representation. Nowadays, it has been used 
in image processing, data compression, and signal processing. Wavelets allow complex information such as music, speech, images 
and patterns to be decomposed into elementary forms at different positions and scales and subsequently reconstructed with high 
precision. Signal transmission is based on transmission of a series of numbers. The proposed features have been tasted on images 
from standard Brodatz catalogue. The discrete wavelet transform is a linear transformation that operates on a data vector whose 
length is an integer power of two, transforming it into a numerically different vector of the same length. It is a tool separates data 
into different frequency components, and then studies each component with resolution matched to its scale. The main feature of 
DWT is multi scale representation of function. By using the wavelet, given function can be analyzed at various levels of resolution. 
The DWT is also invertible and can be orthogonal. Wavelets seen to be effective for analysis of textures recorder with different 
resolution. It is very important problem in NMR imaging, because high resolution images require long time of acquisition. There is 
an expectation that the proposed approach will provide a tool for fast, low resolution NMR medical diagnostic Booth Multiplier is a 
new methodology for designing a lower-error and area-time efficient 2’s complement, which receives two n-bit numbers and 
produces an n-bit product. 
By properly choosing the generalized index and binary thresholding, we derive a better error compensation bias to reduce the 
truncation error. Since the proposed error compensation bias is realizable, the constructing low-error fixed width booth multiplier is 
area time efficient for VLSI implementation. The simulation results show that the performance is superior to that using the direct 
truncation fixed width booth multiplier. Fixed width multiplier generates an output with the same width as the input. They are 
widely used in digital signal processing systems. The computation error is introduced if the least significant (LS) half part is directly 
truncated.
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To reduce the computation error, many compensation techniques were presented for array multipliers. There is an apparently trade 
off between accuracy and hardware complexity. Recently, compensation works have been increasing focused on reducing the 
truncation error on the booth multiplier. In presented statistical and linear regression analysis to reduce the hardware complexity. 
However, the truncation error was partly depressed because the estimation information that came from the truncated part is limited. 
We propose a probabilistic estimation bias (PEB) method for reducing the truncation error in a fixed width booth multiplier. In 
addition, the low-error and area-efficient PEB circuit is obtained based on the simple and systematic procedure. The main advantage 
of this method has provided smaller area and smaller truncation errors. Furthermore, the hardware efficiency and low error are 
validated through our simulation results. The PEB formula is derived from the probabilistic catalysis in the partial product array 
after the booth encoder. 

II. EXISTING SYSTEM 
The Discrete Wavelet Transform (DWT) is a linear transformation that operates on a data vector whose length is an integer power of 
two, transforming it into a numerically different vector of the same length. In this normal Fourier transform is performed as it 
captures both frequency and location information (location in time). Discrete Wavelet Transform (DWT) derived features used for 
digital image texture analysis. Wavelets appear to be a suitable tool for this task, because they allow analysis of images at various 
levels of resolution. The proposed features have been tasted on images from standard Brodatz catalogue. The discrete wavelet 
transform is a linear transformation that operates on a data vector whose length is an integer power of two, transforming it into a 
numerically different vector of the same length. It is a tool separates data into different frequency components, and then studies each 
component with resolution matched to its scale. The main feature of DWT is multi scale representation of function. By using the 
wavelet, given function can be analyzed at various levels of resolution. Signal transmission is based on transmission of a series of 
numbers. The series representation of a function is important in all types of signal transmission. The wavelet representation of a 
function is a new technique. Wavelet transform of a function is the improved version of Fourier transform. Fourier transform is a 
powerful tool for analysing the components of a stationary signal. But it is failed for analysing the non-stationary signal where as 
wavelet transform allows the components of a non-stationary signal to be analysed. 
Transform coding constitutes an integral component of contemporary image/video processing applications. Transform coding relies 
on the premise that pixels in an image exhibit a certain level of correlation with their neighbouring pixels. Similarly in a video 
transmission system, adjacent pixels in consecutive frames show very high correlation. Consequently, these correlations can be 
exploited to predict the value of a pixel from its respective neighbours. A transformation is, therefore, defined to map this spatial 
(correlated) data into transformed (uncorrelated) coefficients. Clearly, the transformation should utilize the fact that the information 
content of an individual pixel is relatively small i.e., to a large extent visual contribution of a pixel can be predicted using its 
neighbours. 
A typical image/video transmission system is outlined in Figure 1. The objective of the source encoder is to exploit the redundancies 
in image data to provide compression. In other words, the source encoder reduces the entropy, which in our case means decrease in 
the average number of bits required to represent the image. On the contrary, the channel encoder adds redundancy to the output of 
the source encoder in order to enhance the reliability of the transmission. Clearly, both these high-level blocks have contradictory 
objectives and their interplay is an active research area. However, discussion on joint source channel coding is out of the scope of 
this document and this document mainly focuses on the transformation block in the source encoder. Nevertheless, pertinent details 
about other blocks will be provided as required. 
The bases of the wavelet transform, the wavelets, are generated from a basic wavelet function by dilations and translations. They 
satisfy an admissible condition so that the original signal can be reconstructed by the inverse wavelet transform. The wavelets also 
satisfy the regularity condition so that the wavelet coefficients decrease fast with decreases of the scale. The wavelet transform is 
not only local in time but also in frequency. To reduce the time bandwidth product of the wavelet transform output, the discrete 
wavelet transform with discrete dilations and translations of the continuous wavelets can be used. The orthonormal wavelet 
transform is implemented in the multi resolution signal analysis framework, which is based on the scaling functions. The discrete 
translates of the scaling functions form an orthonormal basis at each resolution level. The wavelet basis is generated from the 
scaling function basis. The two bases are mutually orthogonal at each resolution level. The scaling function is an averaging function. 
The orthogonal projection of a function onto the scaling function basis is an averaged approximation. The orthogonal projection 
onto the wavelet basis is the difference between two approximations at two adjacent resolution levels. 
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Fig.1.Components of a typical image/video transmission system 

 
Both the scaling functions and the wavelets satisfy the orthonormality conditions and the regularity conditions. The discrete wavelet 
transform (DWT) is a linear transformation that operates on a data vector whose length is an integer power of two, transforming it 
into a numerically different vector of the same length. Its derived features used for digital image texture analysis. Wavelets appear 
to be a suitable tool for this task because they allow analysis of images at various levels of resolution. The main feature of DWT is a 
multi-scale representation of function. By using the wavelets, given function can be analysed at various levels of resolution. The 
DWT is also invertible and can be orthogonal. Wavelets seem to be effective for analysis of textures recorded with different 
resolution. 
In numerical analysis and functional analysis, a discrete wavelet transform (DWT) is any wavelet transform for which the wavelets 
are discretely sampled. As with other wavelet transforms, a key advantage it has over Fourier transforms is temporal resolution: it 
captures both frequency and location information (location in time). The discrete wavelet transform (DWT) has gained wide 
popularity due to its excellent decorrelation property; it’s an effective tool for performing multi-resolution analysis of images. The 
capability of DWT makes multi-resolution image analysis, representation and coding more efficient. Day-by-day Discrete Wavelet 
Transform (DWT) is becoming more and more popular for digital image texture analysis and appears to be a suitable tool for 
analysis of images at various level of resolution. The first DWT was invented by the Hungarian mathematician  Alfred Haar. For an 
input represented by a list of numbers, the  Haar  wavelet transform may be considered to simply pair up input values, storing the 
difference and passing the sum. This process is repeated recursively, pairing up the sums to provide the next scale: finally resulting 
in differences and one final sum. 
The most commonly used set of discrete wavelet transforms was formulated by the Belgian mathematician  Ingrid Daubechies in 
1988. This formulation is based on the use of  recurrence  relations to generate progressively finer discrete samplings of an implicit 
mother wavelet function; each resolution is twice that of the previous scale. In her seminal paper, Daubechies derives a family of  
wavelets, the first of which is the Haar wavelet. Interest in this field has exploded since then, and many variations of Daubechies' 
original wavelets were developed. Other forms of discrete wavelet transform include the  non- or undecimated wavelet  transform 
(where down sampling is omitted), the  Newland transform (where an  orthonormal basis of wavelets is formed from appropriately 
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constructed  top-hat filters in  frequency space).  Wavelet packet  transforms are also related to the discrete wavelet transform.  
Complex wavelet transform is another form. 
Discrete wavelet transform as reported by Zervas et al. there are three basic architectures for the two-dimensional DWT: level-by-
level, line-based, and block-based architectures. In implementing the 2-D DWT, a recursive algorithm based on the line based 
architectures is used. The image to be transformed is stored in a 2-D array. Once all the elements in a row is obtained, the 
convolution is performed in that particular row. The process of row-wise convolution will divide the given image into two parts with 
the number of rows in each part equal to half that of the image. This matrix is again subjected to a recursive line-based convolution, 
but this time column-wise. The result will DWT coefficients corresponding to the image, with the approximation coefficient 
occupying the top-left quarter of the matrix, horizontal coefficients occupying the bottom-left quarter of the matrix, vertical 
coefficients occupying the top-right quarter of the matrix and the diagonal coefficients occupying the bottom-right quarter of the 
matrix. 
Image processing and analysis based on the continuous or discrete image transforms are classic techniques. The image transforms 
are widely used in image filtering, data description, etc. Nowadays the wavelet theorems make up very popular methods of image 
processing, denoising and compression. Considering that the Haar functions are the simplest wavelets, these forms are used in many 
methods of discrete image transforms and processing. The image transform theory is a well-known area characterized by a precise 
mathematical background, but in many cases some transforms have particular properties which are not still investigated. This paper 
for the first time presents graphic dependences between parts of Haar and wavelets spectra. It also presents a method of image 
analysis by means of the wavelets–Haar spectrum. Some properties of the Haar and wavelets spectrum were investigated. The 
extractions of image features immediately from spectral coefficients distribution were shown. In this paper it is presented that two–
dimensional both, the Haar and wavelets functions products man be treated as extractors of particular image features. Furthermore, 
it is also shown that some coefficients from both spectra are proportional, which simplify slightly computations and analyses.Haar 
functions are used since 1910. They were introduced by Hungarian mathematician Alfred Haar. Nowadays, several definitions of 
the Haar functions and various generalizations as well as some modifications were published and used. One of the best 
modifications, which was introduced, is the lifting scheme. 
These transforms have been applied, for instance, to spectral techniques for multiple– valued logic, image coding, edge extraction, 
etc. Over the past few years, a variety of powerful and sophisticated wavelet–based schemes for image compression, as discussed 
later, were developed and implemented. Wavelet scheme gives many advantages, which are used in the JPEG–2000 standard as 
wavelet–based compression algorithms. Generally, wavelets, with all generalizations and modifications, were intended to adapt this 
concept to some practical applications. The Discrete Wavelet Transform uses the Haar functions in image coding, edge extraction 
and binary logic design and is one of the most promising technique today. The non–sinusoidal Haar transform is the complete 
unitary transform. It is local, thus can be used for data compression of non-stationary “spiky” signals. The digital images may be 
treated as such “spiky” signals. Unfortunately, the Haar Transform has poor energy compaction for image, therefore in practice, 
basic Haar transform is not used in image compression. One should remember that researches in this topic are still in progress and 
everyday new solutions and improvements are found an outstanding property of the Haar functions is that except function haar(0, 
t),the i–th Haar function can be generated by the restriction of the (j − 1)–th function to be half of the interval where it is different 
from zero, by multiplication with p2 and scaling over the interval [0, 1].These properties give considerable interest of the Haar 
function, since they closely relate them to the wavelet theory. In this setting, the first two Haar functions are called the global 
functions, while all the others are denoted as the local functions. Hence, the Haar function, which is an odd rectangular pulse pair, is 
the simplest and oldest wavelet. 
The motivation for using the discrete wavelet transform is to obtain information that is more discriminating by providing a different 
resolution at different parts of the time–frequency plane. The wavelet transforms allow the partitioning of the time-frequency 
domain into nonuniform tiles in connection with the time spectral contents of the signal. The wavelet methods are strongly 
connected with classical basis of the Haar functions; scaling and dilation of a basic wavelet can generate the basis Haar functions. 
 
Def 1. Let Ψ: R→ R, the Haar wavelet function is defined by the formula 
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Taking into account the Definition, any Haar function (except function haar (0, t)) from basis may be generated by means of the 
formulas: 
 
 
 
The constant √2

j
   is chosen so that the scalar product  . If one considers the wavelet function on 

other intervals than (0, 1), the normalization constant will be different. For example: 
 
 
 
 
 
Generally from this example follows that functions  are orthogonal to one another. Hence, we obtain linear 

Span of vector space . A collection of linearly independent functions spanning W
j
 is called wavelets. 

 
 
Def. 2. Let Φ: R→ R, the Haar scaling function is defined by the formula 
 
 
 
 
Similarly to the properties of the wavelet function, for scaling function one can define the family of functions: 
 
 
 
The constant √2

j
   is chosen so that the scalar product . The index j refers to dilation and index i refers 

to translation. Hence, we obtain linear span of vector space 
 

. The basic functions from the space V
j
 is called scaling functions. In multi resolution analysis the 

Haar basis has important property:  V
j
 = V 

j−1
W

j−1
,  

Where stands for orthogonality of V
j
 and W

j
 spaces. 

From Definitions 1 and 2 follows, that vector space Wj can be treated as the orthogonal complement of Vj in Vj+1. In other words, let 

Wj be the space of all functions in V
j+1

 that are orthogonal to all functions in V
j
. Therefore, the basic functions  of W

j
 together with 

the basic functions  of V
j
 form a basis for V 

j+1
 and every basis function  of W

j
 is orthogonal to every basis function  of V

j
.  

From the properties of the Haar functions, described above, follows that basic wavelet is progressively narrowed (reduced in scale) 
by powers of two. Each smaller wavelet is then translated by increments equal to its width, so that the complete set of wavelets at 
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any scale completely covers the interval. 
From mentioned equations one can conclude, that the basic wavelet is scaled down by powers of 2, but its amplitude is scaled up by 
powers of √2. 
The discrete wavelet transform (DWT) is a linear transformation that operates on a data vector whose length is an integer power of 
two, transforming it into a numerically different vector of the same length. It is a tool that separates data into different frequency 
components, and then studies each component with resolution matched to its scale.DWT is computed with a cascade of filtering 
followed by a factor 2 sub sampling (fig.2) 
 
 
 
 
 
 
 
 
 
 
 

Fig.2.DWT Tree 
H and L denote high and low-pass filters respectively, down arrow with 2 denotes sub sampling. Outputs of these filters are given by 
equations (1) and (2) 
 
 
 
 
 
Elements aj are used for next step (scale) of the transform and elements dj, called wavelet coefficients, determine output of the 
transform. l[n] and h[n] are coefficients of low and high-pas filters respectively One can assume that on scale j+1 there is only half 

from number of a and d elements on scale j. This causes that DWT can be done until only two aj elements remain in the analysed 
signal These elements are called scaling function coefficients. DWT algorithm for two-dimensional pictures is similar. The DWT is 
performed firstly for all image rows and then for all columns.(fig.3) 

 
 
 
 
 
 
 
 
 
 
 
 
 

         Fig.3.Wavelet decomposition of two-dimensional picture
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The main feature of DWT is multiscale representation of function. By using the wavelets, given function can be analysed at various 
levels of resolution. The DWT is also invertible and can be orthogonal. Wavelets seem to be effective for analysis of textures 
recorded with different resolution. It is very important problem in NMR imaging, because high-resolution images require long time 
of acquisition. This causes an increase of artefacts caused by patient movements, which should be avoided. There is an expectation 
that the proposed approach will provide a tool for fast, low resolution NMR medical diagnostic. In this work only one set of DWT 
derived features is considered. It is a vector, which contains energies of wavelet coefficients calculated in sub bands at successive 
scales. A special module for Mazda program was developed which allows evaluating of those features. 
 
 
 
 
 
 
 
 
 
 
 
 
 
                                                                       Fig.4.Sub band image 
Sub band image aLL is used only for DWT calculation at the next scale. For the given image, the maximum of 8 scales can be 
calculated. The Harr wavelet is calculated only if output sub bands have dimensions at least 8 by 8 points. In the next step, energy 
(3) of dLH, dHL and dHH is calculated at any considered sale in marked ROIs. 
 
 
 
 
 
Where n is the number of pixels in ROI, both at given scale and sub band. 
A probabilistic estimation bias (PEB) circuit for a fixed-width two’s complement Booth multiplier is proposed for this investigation. 
The implementations developed for this study to indicate that traditional Booth encoded multipliers are superior in layout area, 
power, and delay to non-Booth encoded multiplier. Fixed Width multipliers are widely used in digital signal processing systems, 
such as discrete cosine transform (DCT), finite-impulse-response filter, and fast Fourier transform. Nevertheless, the computation 
error is introduced if the least significant (LS) half part is directly truncated. To reduce the computation error, many compensation 
techniques were presented for array multipliers. There is an apparently tradeoff between accuracy and hardware complexity. 
Recently, compensation works have been increasing by focusing on reducing truncation error on the Booth multiplier. 

III. PROPOSED SYSTEM 
A probabilistic estimation bias (PEB) circuit for a fixed-width two’s complement Booth multiplier is proposed for this investigation. 
The implementations developed for this study to indicate that traditional Booth encoded multipliers are superior in layout area, 
power, and delay to non-Booth encoded multiplier. In this brief, a Probabilistic Estimation bias (PEB) circuit for a fixed width two’s 
complement is proposed. The proposed PEB circuit is derived from theoretical computation. This circuit provide a smaller area and 
lower truncation error compared with existing system. Mostly implemented in a 2- D DWT core using proposed PEB booth 
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multiplier. Fixed width multiplier generates an output with the same width as the input. They are widely used in digital signal 
processing systems. The computation error is introduced if the least significant (LS) half part is directly truncated. To reduce the 
computation error, many compensation techniques were presented for array multipliers. There is an apparently trade-off between 
accuracy and hardware complexity. Recently, compensation works have been increasing focused on reducing the truncation error on 
the booth multiplier .In presented statistical and linear regression analysis to reduce the hardware complexity. However, the 
truncation error was partly depressed because the estimation information that came from the truncated part is limited. In addition, 
the low-error and area-efficient PEB circuit is obtained based on the simple and systematic procedure. In this way, the time-
consuming exhaustion simulation and the heuristic process of the compensation circuit can be avoided. Furthermore, the hardware 
efficiency and low error are validated through our simulation results. The main advantage of this method has provided smaller area 
and smaller truncation errors. 

IV. CALCULATIONS 
A. Find out the length of the sequence or sample (M).  
B. If the sequence length M=4 , then  

 
M=2

j
    => M=2

2
 j=2 

C. If J=2, then J=0,1,2,………,j-1 and K=0,1,2,………,2
J-1

 that is, J=0,1  

D. If J=0 then K=0 if J=1 then k=2
1

=2
0

=1 therefore K=0,1  
E. Implementing the Haar Transformation Matrix [hk(z)] or H matrix for M=4,where k=0,1,…….,M-1 i.e. k=0,1,2,3  
F. The z varies from 0<=z<=1therefore z=>0/M,1/M,………..,M-1/M,i.e. z= 0 , ¼ , ½ , ¾  

G. Here M=2
n

, i.e. M=2
2

=4 where n=2.  
H. The value of p varies from 0<=p<=n-1 therefore the value p=0,1  

I. If p=0 then q should be 0 or 1;if p not equal to 0 then q varies from 1<=q<=2
p

  

J. Here we have an equation k=2
p

+q-1 so we get q=k-2
p

+1  
K. For Different values of k find out the values of p and q by using above conditions.  

L. For H matrix the values ranges  2p/2
 ; q-1/2 

p
 <= z < q-0.5/2

p
 hk(z)= -2

p/2
 ; q-0.5/2

p
 <= z < q/2

p 0 ; otherwise 
M. From the H matrix we can find the Discrete wavelet Transformed values by the equation : 

 
                                  M-1  
Ѡ ᵩ(j,k)= 1/√M ∑ f(n) Ψj,k(n) 

                                                    n=0 
Where f(n) is values of input sequence Ψj,k(n) is the values of H matrix 

V. CONCLUSION 
Power and area consumption is the main advantage of this paper. The techniques implemented in this paper are cheap and very easy 
to be practiced. PEB circuit provides a smaller area and a lower truncation errors compared with existing system. We intend to 
implement PEB method for reducing the truncation error in fixed width booth multiplier. It is accurate and more efficient. We have 
first derived the PEB formula and applied the probabilistic analysis for the truncated two’s compliment fixed-width booth 
multiplier. So a simple and systematic procedure has been presented to design the compensation circuit based on PEB formula and 
probabilistic analysis. The realization of our PEB circuit does not need exhaustive simulations and heuristic compensation 
strategies. Image compression scheme based on discrete wavelet transform is proposed in this research which provides sufficient 
high compression ratios with no appreciable degradation of image quality. The effectiveness and robustness of this approach has 
been justified using a set of real images. The images are taken with a digital camera. To demonstrate the performance of the 
proposed method, a comparison between the proposed technique and other common compression techniques has been revealed. 
From the experimental results it is evident that, the proposed compression technique gives better performance compared to other 
traditional techniques. Wavelets are better suited to time-limited data and wavelet based compression technique maintains better 
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image quality by reducing errors. The future direction of this research is to implement a compression technique using neural 
network. 
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