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Abstract - In the last decade there has been increasing usage of data mining techniques on medical data for discovering useful 
patterns or trends which are used in decision making and diagnosis. Data mining techniques such as clustering, association rule 
mining, classification, regression, CART (Classification and Regression Tree) are extensively used in healthcare domain. Data 
mining algorithms, when aptly used, are capable of improving the quality of prediction, diagnosis and disease classification. The 
main aim of this paper is to analyze data mining techniques needed for medical data mining especially to find out the locally 
frequent diseases such as heart ailments, lung cancer, breast cancer and so on. We evaluate the data mining techniques for 
finding locally frequent patterns in terms of accuracy, cost, performance, and speed. We also compare data mining techniques 
with conventional methods.
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I. INTRODUCTION
Data mining is the process of excavating data for discovering 
hidden patterns which can be transformed into valuable 
information. In last few years, usage of Data mining witnessed
unprecedented growth. In the recent past the data mining 
techniques has been realized in Healthcare domain. This 
realization awakens the explosion of complex medical data. 
Medical data mining can utilize the hidden patterns present in 
voluminous medical data which otherwise is left undiscovered. 
Data mining techniques which are used in medical data 
incorporate association rule mining for discovering frequent 
patterns, prediction, classification and clustering. 
Conventionally data mining techniques were used in different
domains. However, it is introduced pretty late into the 
Healthcare domain. Nonetheless, as on today lot of research is 
found in the literature. This has led to the development of 
intelligent systems and decision support systems in Healthcare 
domain for accurate diagnosis of

diseases, predicting the severity of different diseases, and 
remote health monitoring. Predominantly the data mining 
techniques are more useful in predicting heart diseases, breast 
cancer and lung cancer and so on.The data mining techniques 
that have been applied to medical data include unsupervised 
neural networks [9][10],Apriori and FPGrowth [1], [2], [3], [4], 
[5], [6], [7], and [8], linear genetic programming [9], 
Association rule mining [11], [12], Bayesian Ying Yang [13], 
decision tree algorithms like C5, ID3, C4.5, and CART [14], 
[15], [16], [17], [18], [19], [20], outlier prediction technique 
[21], Fuzzy cluster analysis [22], classification algorithm [17], 
[23], [24], Bayesian Network algorithm [14], [25], Naive 
Bayesian [26], combination of K-means, Self Organizing Map 
(SOM) and Naïve Bayes [27], Time series technique [28], [29], 
combination of SVM, ANN and ID3 [16], clustering and 
classification [30], FCM [29],k-NN [24], and Bayesian Network 
[14]. This paper is summing up of all these techniques in terms 
of the problem they solve or the their utility in medical data 
mining or the tools which are implemented over them and so 



www.ijraset.com Vol. 2 Issue V, May 2014

ISSN: 2321-9653

I N T E R N A T I O N A L J O U R N A L F O R R E S E A R C H I N A P P L I E D S C I E N C E AN D 
E N G I N E E R I N G T E C H N O L O G Y (I J R A S E T)

Page 397

on.The remnant of the paper is structured as follows. Section II 
reviews literature appertaining to data mining and applications 
of data mining techniques in Healthcare domain. Section III
outlines medical data mining techniques. Section IV presents the 
importance of discovering locally frequent patterns or trends or 
diseases in medical data. In Section V the paper is concluded.

II. RELATED WORKS

Data mining is a process of analyzing massive data in various 
perspectives in order to bring about trends or patterns that lead 
to business intelligence [32]. Data mining plays a vital role in IT 
as it discovers knowledge from historical data of various 
domains. For example data mining can be used to mine medical 
data as Healthcare domain produces huge amount of data about 
diseases, diagnosis, patients, medicine and so on. By using data 
mining techniques in Healthcare domain, the administrators can 
improve the QoS (Quality of Service) by divulging latent 
potentially useful trends which are required by medical 
diagnosis [33]. Data mining is useful in medical applications 
such as medications, medical tests, prediction of surgical 
procedures, and discovery of relationships among clinical data 
and pathological data [34]. Apriori and FPGrowth are the most 
widely used frequent pattern mining algorithms [35]. These two 
algorithms and algorithms based on them are studied in [2], [3], 
[4], [5], [6], [7], and [8]. These two algorithms are used in 
medical data mining as well. Goodwin et al. [36] applied data
mining techniques for birth outcomes. Evans et al. [37] 
positively stated that hereditary syndromes can be detected 
automatically using data mining techniques. Nicholas DeClaris 
and Doron Shalvi , [10] have talked about medical data mining 
through unsupervised neural networks in addition to a method 
for data visualization. They also underlined the need for 
preprocessing prior to medical data mining. In the year 2000 
Krzysztof J. Cior [38], bioengineering professor, identified the 
need for data mining methods to mine medical multimedia 
content. Tsumoto [39] identified problems in medical data 
mining. The problems comprise missing values, data storage 
with respect to temporal data and multi-valued data, different 
medical coding systems being used in Hospital Information 
Systems (HIS). Brameier and Banzhaf [9] explored and 
analyzed two programming models such as linier genetic 
programming and neural networks for medical data mining. 
Abidi and Hoe [40] proposed and implemented a symbolic rule 
extraction workbench for generating emerging rule-sets. Abidi 

et al. [41] researched the usage of rule-sets as results of data 
mining for building rule-based expert systems. Olukunle and 
Ehikioya [11] proposed an algorithm for extracting association 
rules from medical image data. The association rule mining 
uncovers frequently occurring items in the given dataset. Shim 
and Xu [13] proposed a classification method based on Bayesian 
Ying Yang (BYY) which is a three layered model and applied 
this model to classify liver disease through automatic discovery 
of medical trends.

Brunie et al. [42] proposed architecture for mining 
geno-medical data in heterogeneous and grid-based distributed 
infrastructures. Mahmud Khan et al. [15] paid attention on 
decision tree data mining algorithm for medical image analysis. 
They studied on lung cancer diagnosis through classification of 
x-ray images. Podgorelec et al. [21] presented an outlier 
prediction method for improving performance of classification 
as part of medical data mining. Wang et al. [22] applied fuzzy 
cluster analysis for medical images. They have applied a 
decision tree algorithm to classify mammography into normal 
and abnormal events. Cheng et al. [17] applied classification 
algorithm to diagnose cardiovascular diseases. For classification 
efficacy they focused on two feature extraction techniques 
namely automatic feature selection and expert judgment.

Seng et al. [43] introduced web based data mining for the 
application of telemedicine. Ghannad-Rezaie et al. [44] 
presented an approach to integrate PSO rule mining methods 
and classifier on patient dataset. They used Particle Swarm 
Optimization technique as well. The results divulged that, their 
approach is capable of performing surgery candidate selection 
process effectively in epilepsy. Bethel et al. [12] built an 
association rule learner which is based on the criteria collected 
from past breast cancer patients. A tool by name “Clinical Trial 
Assignment Expert System” uses rule learner. Xue et al. [25] 
projected and applied Bayesian Network algorithm for diagnosis 
of an ailment known as Coronary Heart Disease (CHD). 
Abraham et al. [26] proposed discrimination techniques to 
improve the accuracy of classification of medical data using 
Naive Bayesian classifier algorithm.

Hassan and Verma [27] proposed a hybrid approach for 
classification of medical data which combines K-means, Self 
Organizing Map (SOM) and Naïve Bayes with NN based 
classifier. Tsumoto [45] studied multi-stage medical diagnosis 
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using experts’ diagnostic rules and diagnostic taxonomy. They 
concentrated on automatic grouping of medical knowledge 
extracted from clinical database. Berlingerio et al. [28] 
premeditated Time Annotated Sequences (TAS) algorithm for 
mining medical data with temporal dimensions. The extracted 
patterns displayed the attribute relationships in time domain 
which helps in accurate diagnosis. Xing et al. [16] has built data 
mining techniques for predicting the probability of survival of 
CHD patients. To achieve this they united three prediction 
models such as SVM (Support Vector Machine), Artificial 
Neural Networks (ANN), and Decision trees using C4.5 or ID3, 
CART and C5. Abe et al. [46] projected an integrated time-
series data mining environment for mining huge amount of 
medical data for extracting more valuable rule-sets.

Jiquan et al. [47] proposed a framework known as term-mapping 
to combine multiple medical data sources for data mining. 
Barnathan et al. [30] presented a framework for clustering, 
classification and similarity search of biomedical images or 2D 
and 3D in nature. Shusaku et al. [48] projected multi-scale 
matching and clustering technique on medical data. Their results 
revealed that their technique is capable of grouping hepatitis 
data based on temporal covariance of choline esterase, albumin 
and platelet. Hai Wang, and Shouhong Wang [49] studied on the 
role of medical experts in medical data mining. Medical experts 
can give expert advice that can be used as input in medical data 
mining. Abdullah et al. [1] employed apriori algorithm for 
medical data mining. They mined frequent item sets by 
analyzing associations between treatments and diagnosis. Saraee 
et al. [18] applied data mining techniques to medical data 
pertaining to military with respect to mortality rate in children 
due to accidents. They have used CART algorithm to generate a 
decision tree. Balakrishnan and Narayanaswamy [31] presented 
feature selection using SVM for classifying diabetes databases. 
Froelich and Wakulicz-Deja [29] mined drugs and health effects
by using adaptive FCM (Fuzzy Cognitive Maps). Their work 
has led to improved decision support and planning in the 
Healthcare domain.

Pradhan and Prabhakaran [51] proposed an approach 
via association rule mining to mine high-dimensional, time 
series medical data for discovering high confidence patterns. 
Karegowda and Jayaram [23] proposed a model to classify 
diabetic database using two techniques in cascading fashion for 
classification accuracy. The techniques are known as 

Correlation based Feature Selection (CFS) and Genetic 
Algorithm (GA). CHAO and WONG [19] proposed a decision 
tree learning methodology which could interpret attributes in 
medical data classification for higher accuracy when compared 
with Incremental Tree Induction (ITI) algorithm. TANG and 
TSENG [24] studies three classifiers for medical data mining.
They are weighting fuzzy k-NN, and crisp k-NN to classify 
diabetic and cancer datasets. Tu et al. [20] proposed an 
intelligent medical decision support system which provides 
diagnosis of heart diseases through decision tree algorithm C4.5 
and bagging algorithm Naïve Bayes. Su et al. 2011 [14] looked 
at three techniques namely Back Propagation Network (BPN), 
C4.5 (decision tree algorithm), and Bayasian Network (BN) for 
mining medical databases. Hogl [50] introduced a language
known as a Knowledge Discover Question Language for 
preparing questions that are used to discover knowledge from 
medical
data. They explored ways and means for intelligent medical data 
mining.

III SUMMARY OF TECHNIQUES FOR MEDICAL DATA 
MINING

Data mining techniques have shown significant improvement in 
medical industry in terms of prediction and decision making 
with respect to various diseases like cardiovascular 
abnormalities, cancer, diabetes, and others. Table 1 shows the 
summary of the medical data mining techniques, its areas of 
application and the utility of the techniques.

TABLE 1 – Summary of medical data mining techniques

References Techniques Utility Disease

[1], [2], 
[3], [4], 
[5], [6],

Appriori and 
FPGrowth

Association 
rule mining

[7], and [8]
for finding 
frequent item
sets (diseases) 
in medical
databases.

[9], [10] Neural Extracting 
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Networks patterns,
detecting 
trends

[9],
Genetic 
Algorithm

Classification 
of medical

Diabetic 
Diseases

data.

[11], [12]
Association 
Rule Mining

Finding 
frequent 
patterns

[13]
Bayesian 
Ying Yang Classification

Liver 
diseases

(BYY)

[14], [15], 
[16], [17],

Decision 
Tree 
Algorithms

Decision 
Support

[18], [19], 
[10]

such as ID3, 
C4.5, C5, 
and
CART.

[21]
Outlier 
Prediction

For 
improving

Technique
classification 
accuracy

[22]

Fuzzy 
cluster 
analysis

Analyzing 
medical 
images

[17], [23], 
[24]

Classificatio
n Algorithm

Disease 
classification

Cardio 
Vascular 
Diseases

[14], [25]
Bayesian 
Network

Modeling and 
analysis of

Coronary 
Heart 
Disease

algorithm medical data

[26]
Naive 
Bayesian

Improving 
classification

Coronary 
Heart 

Disease
accuracy.

[27]

Combined 
use of K-
means,

Accurate 
Classification 
of

SOM and 
Naïve Bayes medical data.

[28], [29]
Time Series 
Technique

Medical 
diagnosis

[16]
combination 
of SVM,

Medical data 
classification

ANN and 
ID3

[30]
Clustering 
and

Clustering 
and

classificatio
n

classification 
of
biomedical 
databases

[16], [31] SVM
Disease 
Classification Diabetes

[29]

Fuzzy 
Cognitive 
Maps

Drugs and 
Health effects
classification

[24] k-NN
Classification 
of diseases

Cancer 
,Diabetes

IV. CONCLUSION

This paper presents the various data mining techniques that have 
been engaged for medical data mining. Data mining techniques 
are of great importance in medical data mining as there is 
massive data in this industry. Because of constant development 
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in the fields of medical data, it has become necessary to apply 
techniques of data mining to assist decision making and 
predication system in the area of healthcare. The medical mining 
yield required business intelligence to support well informed 
diagnosis and decisions. This paper sums up the techniques of 
data mining which are used in the field of medical data mining 
in addition to classified diseases. It also highlighted the 
importance of locally frequent patterns and the mining 
techniques used for the purpose.
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