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Abstract: cloud computing is used over network of host servers on Internet to store, process, share and manage rather than  local 
server or personal computer. And there is rapid increase of organization opting for outsourcing data to remote cloud service 
provider. Customers should pay for the cps storage infrastructure to store and retrieve unlimited amount of data by paying in the 
measures of gigabytes/month. For more scalability, availability and durability. 
User might even want their data to get replicated on multiple server across different data centers. More of the copies, more the 
customer is asked to pay. So, the customers need to have a strong belief that the cps will store all the data copies that are agreed 
upon in the contract and all the copies should be synchronized with the modifications that has been done by the customers. In 
this paper, we are trying to propose a map-based provable multi copy dynamic data possession (MB-PMDDP) scheme that has 
the respective features: 
The customers will have an proof that the services provider is not cheating by storing only fewer copies 
The customers will be supported with block-level operation,i.e. block-level modification ,insertion, deletion and append. 
Only authorized users can access the file copies stored by the cps. The proposed MB-PMDDP is an extension of dynamic single 
copy schemes. This analysis will be validated on experimental results on a commercial cloud platform and also provide security 
against clouding serves and identify the corrupted copies by addition modification in the proposed scheme.  

I. INTRODUCTION 
Cloud computing provides various computing services like shared computer processing resources and data to computers and other 
devices on demand. Cloud provides benefits like cost, speed, global scale, productivity, performance and reliability. 
Since most of the organization are dependent on cloud ,it is important to ensure the loss or corruption of data. Many works [1] [2] 
[3] [4] [5] [6] [7] [8] have been done on designing remote data integrity checking protocol. By this we can check the integrity 
without downloading the complete data. [9] After going through lot of works and papers they have proposed a remote storage 
auditing method based on precomputed challenge response pairs. At present ,many works [10] [11] focuses on providing three 
features for remote data integrity checking protocols:   

A. Data integrity [5] [7]. 
B. Public verifiability [2] [7]. 
C. Privacy against verifiers [8] [11]. 
Not only providing integrity we should also provide authenticity. Checking the authenticity of data has a created issue in 
storing data on untrusted servers. It usually  occurs in peer-to-peer storage systems [12] [13] ,network file system [14] 
[15],long term archives [16],web service object stores[17] and database system [18].These     systems prevent storage 
servers from misrepresenting or modification by providing authenticity verification when accessing data. 
The archival storage should be provided with guarantees about the authenticity of data on storage,like if storage servers 
possess data. The archival storage is insufficient to detect or identify if the data has been modified or deleted while 
accessing the data,because it will be too late recover lost or damaged data. However this PDP should  provide the clients 
that should be able to verify that a server has retained file data without retrieving the data from the server and without 
having the server access the entire file. The previous techniques do not provide solutions for PDP.  
Some schemes [19] provide a weaker guarantee by enforcing storage complexity. So,we define a model for PDP that 
provides proof that a third party stores a file. This model is so unique that it allows the server to access small portions of 
the file in generating the proof than accessing the entire file. 
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PDP only concentrates on static single files so we are trying to view the problem of creating multiple unique replicas of a 
file in multiple storage system. The main intention is to give data owner an archive data that is present in third party 
storage like amazon [20] or storage request broker [21] to introspection and maintain on its data. This MRPDP can be 
applied to all replication based,distributed and unstructured storage system,that includes peer-to-peer storage systems [22] 
[23] [14] [25] [13]. 
Replication  also ensures the availability and durability of data [27]. Organizing the number and placing the replicas is 
critical to this process. When the system re-replicate data,replicas fail [28] [29],evaluates the correctness of replicas in the 
system[30] and moves replica among sites to meet availability [31] [32]. 
We have two dynamic multi-copy provable  data possessions schemes that the end user can have an guarantee that the csp 
will store all the copies that are agreed upon during the service contract. It also concentrates on outsourcing dynamic data 
that would be block modification,insertion,deletion and append. The user can access the copies any number of time. 
We even prove the correctness of our scheme against clouding servers. Cloud servers can provide response to the users 
challenges if and only if they actually have all data copies in an uncorrupted manner and updated state.  

We also present theoretical analysis and experimental results to justify the performance of the proposed schemes.   

II. ISSUES 
A. Focus on a single copy of the data 
B. Provide no guarantee that the CSP stores multiple copies of customers’ data 
C. Provide no evidence that the copies stored are not modified in any way 

III. IDENTITY BASED PROVABLE DATA POSSESSION IN MULTI-CLOUD STORAGE 
Remote data integrity is used in cloud computing. It can   make the clients check whether their sent data is kept intact without 
downloading the whole data. We are using a novel remote data integrity checking model i.e. ID-DPDP: Identity-based Distributed 
Provable Data Possession in multi-cloud storage. This ID-DPDP protocol may be secured under the assumption of the standard 
CDH (computational Diffie- Hellman) problem. On the client’s authorization the ID-DPDP protocol can identify  

A. Private verification   
B. Delegated verification  
C. Public verification.   
The issue to satisfy the cloud clients that their data are kept intact is important since the clients do not store these data locally. 
Remote data integrity checking is a primary issue. When the customer stores his data on multi-cloud servers, the distributed storage 
and integrity checking are absolutely necessary. The integrity checking protocol must be efficient in order to make it compatible for 
capacity-limited end user devices. Thus, based on distributed computation, we will go through distributed remote data integrity 
checking model and the corresponding concrete protocol will be presented in multi-cloud storage. 

D. System Model of ID-DPDP. 
An ID-DPDP protocol comprises four different entities as shown in Figure 2.1:   
1) Client:  An entity, which has large amount of data to be store on the multi-cloud for maintaining and manipulation, can be 

either single consumer or an organisation. 
2) CS (Cloud Server): An entity, which is mantained by cloud service provider, has storage space and manipulation resource to 

maintain the consumer’s data.  
3) Combiner: An entity, which receives the storage request and assigns the block-tag pairs to the respective cloud servers. When 

receiving the request, it splits the request and assign them to the different cloud servers. While 
4)  receiving the responses from the cloud servers, it combines them and delivers the combined response to the verifier.PKG 

(Private Key Generator): An entity, that receives the identity and it outputs with its respective private key. 



www.ijraset.com                                                                                                                   Volume 5 Issue IV, April 2017 
IC Value: 45.98                                                                                                                    ISSN: 2321-9653 

International Journal for Research in Applied Science & Engineering 
Technology (IJRASET) 

©IJRASET: All Rights are Reserved 935 

 
Fig 2.1 System Model of ID-DPDP 

E. An Efficient & Secure Protocol For Data Storage In Cloud 
There are few existing remote integrity checking methods which serves static data and cannot be applied to the report service since 
the data in the cloud can be dynamically updated. Thus, an effective and secure dynamic auditing protocol is required to satisfied 
data owners that the data is correctly stored in the cloud. We primarily design a reporting framework for cloud storage systems and 
introduce an efficient and privacy-preserving auditing protocol. The auditing protocol is extended to imply the data dynamic 
operations. Which are efficient and secure in the random model. The analysed and simulated report show that the implemented 
auditing protocols are secured and efficient.  This project will propose a good scheme to reach optimised safety of data from the 
third party with the use of cryptographic method. In security issue it has developed on the significance of ensuring remote data 
integrity. Various security problems like, data loss that occurs in cloud computing. The cryptographic measures cannot be implied 
directly. The verification of data that is done free from the actual data which is a huge drawback.   
The data stored in cloud is open for the attackers no matter how much the data is secured. The data is been isolated from the 
encryption and decryption processes from the cloud to a service that is been trusted by both the cloud provider and the cloud 
consumer for highly secured and protected data. To obtain maximum security, the data has been divided and encrypted with the help 
of highly secured processors .so, that the data is protected from attackers. It uses a protocol implying Sobol sequence and ECC for 
integrity and security of the data available in the cloud which are far impressive than those of RSA and other PKC methods. This 
design and analysis also proposes a scheme of modify, insert or delete, organise the data, stored in the cloud. In the design, the 
encryption of the data is done to ensure the integrity and then, the computation of metadata is done over the encrypted data. This is 
accomplished only when the user demands it.  
Cloud Storage Model: User is the person who uses the services of cloud.  
Cloud Service Provider (CSP): The data to be stored or retrieved through CSP. CSP manages the cloud server and provides a paid 
service to the customer.  
Third Party Auditor (TPA): TPA is also called a Verifier; if the user is suffering from lack of time then the data verification is done 
by TPA or verifier.  The following concept explains the cloud storage model and working of each type. In cloud computing the user 
is the one who stores his private data in cloud to protect it from hazards and this is done with the help of CSP. If the user wants the 
information again  in order to access a particular data, then the user have to deliver an appeal to the CSP .Later, the CSP will check  
whether the user is authorized or not.  If the user is authorized then it will allow the user to access the data otherwise not. If the data 
accessed by the user is in encrypted form then it can be decrypted using his secret key. And the last the TPA will perform a periodic 
check on the data and verify it periodically only when the user himself allows to verify the TPA. The data may be lost or modified 
by unfair means. Thus to protect it from these many obstacles an efficient and secure process is needed. 
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 Figure 2.2 Cloud Storage Model 

F.  Provable Possession and Replication of Data over Cloud Server Author 
Outsourcing data to a remote Cloud Service Provider (CSP) is a growing trend for numerous customers and organizations 
increasing  the burden of local data storage and maintenance. Moreover, users depend on the data replication provided by 
the CSP to guarantee the availability and life span of their data. Therefore, Cloud Service Providers (CSPs) allow storage 
infrastructure and web services interface that can be used to retrieve and store a large amount of data with fees metered in 
GB/month. The mechanisms used for data replication differ according to the nature of the data; more copies are needed 
for critical data that can’t easily be reproduced. This critical data should be duplicated on multiple servers across multiple 
data centers. Also, non-critical, reproducible data are stored at lower levels of redundancy. Therefore, more importance is 
given to the customers to have a good evidence that they actually get the service they pay for. Moreover, they need to 
verify that all their data copies are not being corrupted with or deleted over time. The problem of Provable Data 
Possession (PDP) has been considered in all research papers. Unfortunately, the other PDP schemes focus on a single 
copy of the data and provide no guarantee that the CSP stores multiple copies of end users data.  The correctness and 
completeness of end users data in the cloud is put at risk due to the following issues. Primarily,CSP —The main aim is to 
make  profit and maintain the reputation —that has incentive to minimize data loss or reduce storage by removing data 
that has not been frequently accessed. Secondly, a greedy CSP can delete some of the data or might not store all data in 
fast storage required by the contract with certain users, That is, place it on Compact disks or other offline media and thus 
using less storage. Finally, the cloud infrastructures has a wide range of internal and external security threats.  Examples 
of security attacks or breaches of cloud services appear constantly. In short, although outsourcing data into the cloud is 
economically attractive and the complexity of large-scale data storage, it does not provide any guarantee on data 
perfection. This problem, if not properly maintained, may have dip in the successful deployment of cloud architecture. 
Since customers’ data has been outsourced to remote servers, efficient verification of the completeness and correctness of 
the outsourced data becomes a formidable challenge for data security in CC. We use cryptographic measures for data 
verification and availability based on hashing protocol and signature scheme are not applicable on the outsourced data 
without having a copy of the data. It is not possible for the clients to download all stored data in order to validate its 
integrity therefore clients need effective techniques to check the integrity of their outsourced data with low manipulation, 
communication, and storage read and write overhead.  Therefore, many researchers have concentrated on the problem of 
Provable Data Possession (PDP) and proposed various schemes to check or verify the data stored on remote servers. 
Basically, Provable Data possession (PDP) is a measure for validating data integrity over remote servers. In this project 
we try to address this challenging problem and introduce two Efficient Multi-Copy Provable Data Possession (EMC-
PDP) protocols, and prove the security (correctness) of our protocols against colluding servers.  Provable data possession 
(PDP) is a technique for checking  the integrity of data/information in outsourcing storage service. The fundamental aim 
of the PDP scheme is to allow the user to efficiently, periodically, and securely validate a remote server — which stores 
the owner’s large amount of data — that is not cheating the verifier. The problem of data integrity over remote servers 
has been dealing for many years and there is a simple solution to solve this problem as follows. Primarily, the data owner 
computes an acknowledgement authentication code (MAC) of the file before outsourcing to a remote server. Then, the 
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end user keeps only the computed MAC on his local storage, sends the file to the remote server, and deletes the local 
copy of the file. Later, whenever a user needs to check the data integrity, the user sends a request to retrieve the data from 
the archive service provider, re-manipulates the MAC of the file, and compares the re-computed MAC with the previous 
value. Another measure is, Instead of computing and storing the MAC of the file, the end users divides the file F into 
blocks {b1, b2, b3 . . bm}, computes a MAC σi for each block bi:  σi = MACsk(i||bi)1≤i≤m, sends both the data file F and 
the MACs {σi}1≤i≤m to the remote/cloud server, destroys the local copy of the file, and stores only the secret key sk. 
When the verification process is being processing, the verifier requests for a set of randomly selected blocks and their 
respective MACs, re-manipulates the MAC of each received block using sk, and compares the re-computed MACs with 
the retrieved values from the remote server. Behind the second approach is that checking part of the file is much easier 
than the entire file. However both approaches suffers from severe drawback; the communication complexity is linear with 
the data size which is not practical, especially when the bandwidth is limited. The data stored in cloud is open to the 
attackers no matter how much the data is secured and protected. It implies the isolation of the encryption and decryption 
processes from the cloud to a broker service that is trusted by both the cloud provider and the cloud consumer for 
maximised secured data. To attain maximum security, the data has been distributed and encrypted with the help of highly 
secured processors so that the data is protected from unfair means. It has implied a protocol using Sobol sequence and 
ECC for the integrity and the security of the data that is available in the cloud which is far better than those of RSA and 
PKC methods. One of the core design principles of outsourcing data is to provide dynamic behaviour of data for different 
applications. This means that the remotely stored data can be not only accessed by the users, but also update and scale the 
data (through block level operations) by the owner. PDP schemes presented earlier focus on only static or warehoused 
data, where the outsourced data is kept unchanged over remote servers. Examples of PDP constructions that uses the 
dynamic data also exist. But only for a single copy of the data file. Although PDP schemes have been projected for 
multiple copies of static data, but to the best of our survey, this work is the first PDP scheme that directly deals with 
multiple copies of dynamic data. When checking multiple data copies, the overall integrity verification fails if there is one 
or more corrupted copies. To solve this issue and identify which copies have been corrupted, this project discusses a 
differential modification to be applied to the proposed scheme.    

IV. CONCLUSION AND FUTURE ENHANCEMENTS 
To ease the burden of local data storing and maintenance, many organizations have opted the outsourcing data to remote servers. In 
the work, the problem of creating multiple copies of dynamic data files and verifying those copies stored on untrusted cloud servers 
are analyzed. We have proposed a new PDP scheme referred to as MB-PMDPP [31] which supports outsourcing of multiple copy 
dynamic data, where the data owners are able to update and scale these copies on the remote servers along with achieving and 
accessing the data copies stored by CSP. It is also important to reduce the computation time this can be done by using MB-
PMDDP [31]. We conclude by saying that is important for any CPS provider to provide fast accessibility, availability, 
integrity and multiple copy of the data . And all these can be achieved by using the model MB-PMDDP [31]. In none of 
the previous paper they have talked about recovering corrupted files. A slight modification can be done on the proposed 
scheme to support the feature of identifying the induces of corrupted copies.  
The corrupted data copy can be reconstructed even from a complete damage using duplicated copies on other servers. 
Through security analysis   
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