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Abstract: Student prediction system proposal is efficient approach for classifying student data based on merit. Classifying 
students based on merit is a tedious task when the student number and concern subject are high for placements. We propose 
student data classification using many approaches like Decision Tree, C4.5 algorithms, ID3 algorithm, Genetic Algorithm, and 
Neural Network. This may be lead to efficient use of student education data base for placement and non placement classes. 
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I. INTRODUCTION 
Classification is most frequent technique which is used for classify the data set, data set it may be any kind of data set such as 
student data in educational field, public data for classify them for something, and many other kind of data. Classification technique 
can apply on any kind of data set for predicting something. Basically classification technique is map the input data into output data 
or result according to your requirement. Now a day’s classification is using in many different-different areas like education, 
industrial, medical and other many places [1]. Classification is basically data mining technique in which apply some input pattern 
and get desire output by using any one classification algorithm. Classification is supervised learning which require creating or 
generating some rules for classifying test data into the predefined classes. This classification technique requires some phases such as 
the first phase is learning process and second one is to analyze given data ser or given input data and classification rules generated.  

II. LITERATURE SURVEY 
In the survey of literature, we have seen that many researchers done research for calculating performance of the student, judge 
intelligence of the student and predict them for something [2, 3]. 
There exists numerous algorithm produced to construct classification model for student prediction [14] such as J48 decision tree 
algorithm  to predict students' final GPA based on their grades in previous courses and collected transcripts data of female students 
who graduated from Computer Sciences in King Saud University in the year 2012[Mashael A. Al-Barrak and Muna Al-Razgan], 
[15] C4.5 and ID3 to predict the student performance and collected first year student data of Fr. C.R.I.T., Navi Mumbai  [Kalpesh 
Adhatrao, Aditya Gaykar, Amiraj Dhawan, Rohit Jha and Vipul], [16] Decision tree algorithm for to analyze large amounts of risk 
factors that can affect student’s performance in exams and collected by different surveys from  Shivaji University, 
Kolhapur[Priyanka A. Patil,R. V. Mane]. [17] Decision tree: C4.5 algorithm, ID3 algorithm CART algorithm to predict student 
performance in the final exam and data set collected by them from VBS Purvanchal University, Jaunpur (Uttar Pradesh) on the 
sampling method for Institute of Engineering and Technology for session 2010[Surjeet Kumar Yadav,  Saurabh Pal]. Decision Tree 
to predict the student’s performance in higher education. [Krina Parmar, Prof. Dineshkumar Vaghela and Dr Priyanka Sharma]. 

III. CLAASIFICATION METHODOLOGIES 

A. Desion Tree 
Basically Decision Tree is the Data Mining technique which used for classification[4,5]. It is like tree which have root, internal node 
and leaf node also. In the structure of decision tree internal node shown by rectangle and each leaf node in the decision tree 
represented by ovals. When we test the data set in that case internal node splits according to maximum output, internal node is used 
for testing the parameters of given attribute. This tree approach is used for gaining the information and splitting internal node on the 
basis of some important calculations. In this technique leaf node show the final outcome. There are two most common techniques 
which is used for creating decision tree: ID3 and C4.5[6,7]. 



www.ijraset.com                                                                                                                      Volume 5 Issue VI, June 2017 
IC Value: 45.98                                                                                                                       ISSN: 2321-9653 

International Journal for Research in Applied Science & Engineering 
Technology (IJRASET) 

©IJRASET: All Rights are Reserved 
1310 

B. Id3 
ID3[8,10] is the one of the most important method or technique which is used for making decision tree. ID3 is basically a 
classification technique which use for making or generating a decision tree. ID3 is an algorithm which use for  creating Decision Tree, 
ID3 calculate information gain and measure the to choose the splitting attribute to making decision tree so it is very important 
approach for making decision tree. ID3 Algorithm chooses the selected attributes for building decision tree structure. It cannot give 
exact result when there is noise and missing attribute because this algorithm does not handle the missing attribute. For handling and 
removing these terms we use C4.5. ID3 is not able to handle missing attribute.  
Some important calculations are there to making a decision tree, we use some formulae to making a decision tree and splitting criteria.  

C. C4.5 
C4.5 algorithm is an extension of ID3 algorithm [15] which developed by Quinlan Ross. C4.5 handles both noisy and missing 
attributes to making a decision tree. To handle missing and noisy attributes we use C4.5 algorithm. C4.5 splits the attribute values 
into two partitions based on the some calculations of entropy and information gain such that all the values of the tree represents 
child. It also handles missing attribute values. C4.5 uses Gain Ratio as an attribute selection measure to making a decision tree. C4.5 
algorithm removes the biasness of information gain when there are many result values of an attribute. First, calculate the gain ratio 
of each attribute. The root node will be the attribute whose information gain ratio is maximum and this process again and again 
happens until unless final outcome does not come. C4.5 uses pruning method to remove unnecessary branches in the decision tree to 
improve the accuracy and for get performance of classification.  

D. Neural Network 
Neural Networks concept is proposed on the basis of working human brain. In artificial neural network there are three thinks, first 
one is input vector, weight and output vector. In artificial neural network when we trained our data then there is a concept learning 
rate parameter, it denoted by eta its value belongs between 0 and 1. If value of learning rate is 1 which is high in that case then our 
system is more learnable and it improve the performance of the function if its value is 0 then it is less learnable and performance of 
the function will low. When we compute the output then there is a factor called error we can minimize the error by adjusting the 
weight. We can adjust the weights at output layer and also on hidden layer. We can use back propagation algorithm for multilayer 
perceptron. For minimizing the error we use some strategy for classification in neural network such as: BPA and any other[11]. 

E. Genetic Algorithm 
This approach is most important method. Genetic algorithm uses two some method for solving some problems in genetic 
algorithms, problems are constrained and unconstrained optimization problems based on a natural selection process that mimics 
biological evolution. In this algorithm select population for solving problem. Genetic algorithm is a heuristic search in the artificial 
intelligence which mimics the process of natural selection. In the genetic algorithm the heuristic is also sometimes called a Meta 
heuristic strategy is used to make solutions to optimization and search problems. Genetic algorithms have larger class of 
evolutionary algorithms. Generate solutions is used to optimization problems using some techniques or methods inspired by natural 
evolution, which is defined under as follows: mutation, crossover and fitness function. By using this approach in classification we 
can get accurate result and we can also minimize the error. 

IV. EXAMPLE OF  ID3 ALGORITHM 
Some important calculation are there to making a decision tree, we use some formulae to making a decision tree and   splitting 
criteria.:Entropy and Information Gain.  
Here taking a example of student data set for making decision tree using ID3 algorithms. 

Entropy = - Σi Pi log2Pi 
Entropy is the calculation of positive (+) and negative examples (-). 

A. Information Gain 
Information Gain use for calculating best fit attribute for every node and best attribute become the root node. Suppose the 
information has Gain (G, A) of an attribute A, it is to a collection of examples in G, which is defined under as follows: 
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Gain(G,A) = Entropy (G) - ∑ |Gv|÷|G| Entropy (Gv) 

∑     = Value (A) is the set of all possible values for attribute A. 

Gv   = Gv is the subset of G for which Attribute A has v , i.e., Gv = {g = Gv | A(g) = v }).  
The first calculation or term in information Gain is the entropy of the original collection G and the second term is the desired 
value of the entropy after G is partitioned using attribute A. The expected entropy described by second term is the sum of the 
entropies of each subset, the fraction of examples |Gv|÷|G| that belong to Gain (G, A) is therefore the optimal reduction in entropy 
happen by knowing the value of attribute A. 

B. Splitting Criteria 
Split Information (G,A) = - ∑ |Gi|÷|G| log2 |Gi|÷|G| 

Where ∑ is( i=1 to n )             And  

Gain Ratio (G,A) = Gain (G,A) ÷ Split Information (G,A) 

C.  Some terminology and rules for classifying attributes are 
If the entropy of the attribute is 0, it relates to same types node and there is no need to classify further more. If the entropy of the 
attribute is 1, it relates to different types node and there is a need to classify further more. 

Table 1:  student data set. 

 

1) Step 1 : Example set S 
Let we have a set S of 12 examples with 8 “Yes” and 4 “No” then  

Entropy (S) = - (8/12) log2 (8/12) – (4/12) log2 (4/12) = 0.91829 

2) step 2 : Attribute B.Tech 
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In B.Tech attribute there are three possible values such as Low, Medium and High. 

B.tech = Low is of occurrence 2 

B.tech = Medium is of occurrence 7 

B.tech = High is of occurrence 3 

B.tech =  In this  Low, out of 2 there are 0  ‘Yes’ and 2 ‘No’  

B.tech = In this Medium, out of 7 there are 4 ‘Yes’ and 3 ‘No’  

B.Tech = In this High, out of 3 there are 3 ‘Yes’ and 0 ‘No’  

Entropy (Low) = - (0/2) log2 (0/2) – (2/2) log2 (2/2) = 0 

Entropy (Medium) = - (4/7) log2 (4/7) – (3/7) log2 (3/7) = 0.98522 

Entropy (High) = - (3/3) log2 (3/3) – (0/3) log2 (0/3) = 0 

Gain (S, B.Tech) = Entropy (S) – (2/12) × Entropy (Low) – (7/12)     × Entropy (Medium) – (3/12) × Entropy (High) 

= 0.91829– (2/12) × 0 – (7/12) × 0.98522 – (3/12) × 0 

= 0.91829 – 0.57471 

    = 0.34358 

3) STEP 3 : Attribute M.Tech 
In M.Tech attribute thare are three possible values like Low, Medium and High. 
M.tech = Low is of occurrence 0 
M.tech = Medium is of occurrence 7 

M.tech = High is of occurrence 5 

M.tech = In this Low, out of 0 there are  0 ‘Yes’ and 0 ‘No’  

M.tech = In this Medium, out of 7 there are 4 ‘Yes’ and 3 ‘No’  

M.tech = In this High, out of 5 there are 4 ‘Yes’ and 1 ‘No’  

Entropy (Low)       = - (0/0) log2 (0/0) – (0/0) log2 (0/0) = 0 

Entropy (Medium) = - (4/7) log2 (4/7) – (3/7) log2 (3/7)  = 0.98522 

Entropy (High)      = - (4/5) log2 (4/5) – (1/5) log2 (1/5)  = 0.72192 

Gain (S, M.Tech) = Entropy (S) – (0/12) × Entropy (Low) – (7/12)  × Entropy (Medium) – (5/12) × Entropy (High) 

    =0.91829– 0 – 0.574711 – 0.3008 

 = 0.042779 
B.Tech attribute has highet gain so that, it will become the decision node. 

4) Step 4 : This process repeatedly going on until all data do not classify perfectly or we run out of attributes. 

5) step 5 : Making Decision Tree 

V. CONCLUSION 
This paper provides a various classification algorithms of the student prediction for placement training. Future studies will 
investigate new hybrid models of classification algorithms to improve the performance of prediction system. 
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