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Abstract: This paper focuses on developing a Pedestrian Detection System that is accelerated using a Zedboard. A part of the design is implemented on FPGA and the remaining is implemented in Matlab R2015a. Histogram of Oriented Gradients (HOG) has been used for detection purpose and Linear Support Vector Machine (LSVM) has been used for classification. This system gave an accuracy of 93.27\%, a True Positive Rate of 92.27\% and a False Positive Rate of 4\%. Also the system was faster than the software implementation.
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I. INTRODUCTION

Pedestrian detection is an important aspect due to the ever-growing number of vehicle to pedestrian accidents every year. Apart from preventing road accidents, it may also be used in security systems, robotics industry etc. However the system was mainly developed to be used in Advanced Driver Assistance System (ADAS). As per World Health Organisation (WHO) 22\% of 1.25 million people die in road accidents caused by vehicle to pedestrians. Hence it’s the need of hour to prevent such a misery.

II. RELATED WORK

A lot of research work has been done with respect to pedestrian detection detection system and is still going on. The main requirements of the system are accuracy and speed. The system comprises of feature extraction of an image, followed by classification. The researchers have tried to use the best feature extraction algorithm and the best classification algorithm to meet the needs of real time system. In 1995, there was a major success in this field when Dalal and Triggs came up with a system using HOG and LSVM in [1]. The HOG algorithm itself comprises of several steps that can be modified in a variety of ways. The researchers then experimented with different combinations and came up with their research work trading off between accuracy and speed. In [2], HOG was implemented on zynq with a detection accuracy of 90.2\% and FPR of 4\%. It used region of Interest (ROI), binarisation and approximated L1-normalisation that lowered the accuracy. In [3], HOG-DOT algorithm and SVM classification was implemented on FPGA and the accuracy was further improved by CPU filtering. It achieved TPR of 94\%. However it’s FPR was 5.5\% which was a little high. In [4], HOG-DWT and SVM algorithm was implemented with speed up of 27.12\%, but the accuracy was greatly reduced to 85.12\%. The algorithm proposed in [5] used sobel filter and L2-normalisation for high accuracy. However it wasn’t implemented on any standard dataset. In [6], [7], [8] HOG-LBP algorithm was implemented for higher accuracy but the increased computation reduced the speed greatly. In [9], Gaussian filter was used with HOG for better accuracy and virtex-5 FPGA implementation for higher speed. In [10], normalisation was replaced with binarisation to reduce the latency and complexity of the algorithm. However this reduced the overall accuracy. This was further implemented on low end Spartan-3e FPGA for higher speed. In [11], bigger block size and L1-normalisation further increased the speed but greatly decreased the accuracy. Thus we see that HOG algorithm gives the best accuracy with high speed required for real time application. Also SVM is the best classification technique for further getting higher speed. It is based on a well-defined mathematical concept unlike neural networks. Also SVM has less computation than Adaboost classification algorithm. In [12] it has been shown why SVM performs the best with HOG features. Since these algorithms involve large parallel computation it can be implemented on parallel architecture like FPGA or GPU. GPU consumes more power than FPGA and hence FPGA is preferred to GPU for further hardware acceleration in this paper.

III. ALGORITHM FOR DETECTION AND CLASSIFICATION

The pedestrian detection system takes an input image followed by a pre-processing step. This step scales the image to 128x64 size and converts the image to a gray image. The next step includes the feature extraction step which uses the Histogram of Oriented Gradients (HOG) algorithm that is further explained in the paper. The classification and pre-defined model uses the concept of Linear Support Vector Machine (LSVM). The block diagram for pedestrian detection system is shown in Fig. 1.
A. Histogram of Oriented Gradients (HOG)

HOG is used for feature extraction. For an image of 128x64 it gives an array of 3780 features. The steps involved in HOG is shown in Fig. 2 and further described in detail.
B. The Steps involved in HOG Algorithm are

1) Image Gradient: The input gray image is convolved with the filter masks for Gradient images in x and y direction. Masks, Mx=[-1 0 1] and My=[-1 0 1]T are used for horizontal and vertical direction respectively. Using (1) we compute gradient image in x direction, Fx and gradient image in y direction, Fy of the raw image, I.

\[
\begin{align*}
Fx &= Mx \ast I \\
Fy &= My \ast I
\end{align*}
\]  

(2)

2) Gradient Magnitude: The gradient magnitude is computed using (3).

\[
|F(x, y)| = \sqrt{Fx^2 + Fy^2}
\]  

(3)

3) Gradient Angle: The gradient angle is computed using (4).

\[
\theta = \arctan \frac{Fy}{Fx}
\]  

(4)

4) Cell Histogram: The image is divided into equal regions of 8x8 cells as shown in Fig. 3. Cell histogram is then computed for each cell. Histogram is an array of 9 bins in our case. We have used orientation binning to form a histogram of cell as shown in Fig.4. We have used unsigned angles and the angles between 0° to 180° are divided in equal sections of 20° each. Every span of 20° then corresponds to its respective histogram bin i.e. all angles in between 0° to 20° correspond to bin 1, angles between 20° to 40° correspond to bin 2 and so on shown in Fig. 5. For each pixel in a cell, we add its magnitude to the bin that corresponds to its angle. However the magnitude is not added directly to the bins, instead it’s bi-linearly interpolated between the bin it belongs to and the next higher bin. Hence, we get a cell histogram as shown in Fig. 6.
5) **Block Histogram:** The image is divided into blocks of 2x2 cells with 50% overlap as shown in Fig. 7. We simply concatenate the cell histograms of each block to get a block descriptor of 36 elements as shown in Fig. 8. For better detection accuracy the block descriptor is further normalised using L2-normalisation technique as in (5). In (5) $v_k$ is the normalised block histogram, $||v_k||$ is absolute normal of $k^{th}$ block and is a small constant to prevent the result from being infinite.

$$v = \frac{v_k}{\sqrt{||v_k||^2+\epsilon}}$$  \hfill (5)
6) **Image Histogram:** An image of 128x64 has 105 blocks. Hence a histogram of image is computed by concatenating block feature vectors resulting in an image descriptor of 3780 features. The HOG descriptor of an image is depicted in Fig. 9. The descriptor is a representation of edge and orientations of an image.

![HOG descriptor of an image](image)

**Fig. 9** HOG descriptor of an image

### C. Linear Support Vector Machine (LSVM)

SVMs are widely used today because of its speed and simplicity. It aims to find the best separating hyperplane between the two classes of classification in our system. The concept of LSVM is depicted in Fig. 9. The largest margin between two classes is the hyperplane. The largest distance between the two classes is the margin and support vectors are the feature vectors closest to the hyperplane.

![LSVM Model](image)

**Fig. 10** LSVM Model

A hyperplane is uniquely defined by a normal vector or weight vector, $w$ and an offset or bias, $b$. The LSVM algorithm is used further to find the weight vector and bias from the feature vectors of the training images. This results in a pre-trained SVM model. The steps of LSVM algorithm are detailed below:

1) **Augment the Support Vectors:** The support vectors or the feature set of every training image is augmented with 1 which is considered as a bias input.

2) **Determine Alpha Constants, $a_i$:** For a training set of three datasets and hence three support vectors the LSVM architecture is shown in Fig. 11. The constants are then found using (6). The equations representing pedestrian class were equated to +1 and others were equated to -1.

$$
\alpha_1 \Phi(s_1) \cdot \Phi(s_1) + \alpha_2 \Phi(s_2) \cdot \Phi(s_1) + \alpha_3 \Phi(s_3) \cdot \Phi(s_1) = +1
$$

$$
\alpha_1 \Phi(s_1) \cdot \Phi(s_2) + \alpha_2 \Phi(s_2) \cdot \Phi(s_2) + \alpha_3 \Phi(s_3) \cdot \Phi(s_2) = -1
$$

(6)
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\[ \alpha_1 \Phi(s_1) \cdot \Phi(s_2) + \alpha_2 \Phi(s_2) \cdot \Phi(s_1) + \alpha_3 \Phi(s_3) \cdot \Phi(s_2) = -1 \]

\( \Phi \) is a mapping function which is an identity function for a LSVM and hence we get (7). The tilde symbol is used for support vectors to indicate that it is augmented with 1.

\[
\begin{align*}
\alpha_1 \tilde{s}_1 \cdot \tilde{s}_2 & + \alpha_2 \tilde{s}_2 \cdot \tilde{s}_1 & + \alpha_3 \tilde{s}_3 \cdot \tilde{s}_2 = +1 \\
\alpha_1 \tilde{s}_1 \cdot \tilde{s}_3 & + \alpha_2 \tilde{s}_2 \cdot \tilde{s}_3 & + \alpha_3 \tilde{s}_3 \cdot \tilde{s}_2 = -1 \\
\alpha_1 \tilde{s}_1 \cdot \tilde{s}_3 & + \alpha_2 \tilde{s}_2 \cdot \tilde{s}_3 & + \alpha_3 \tilde{s}_3 \cdot \tilde{s}_3 = -1
\end{align*}
\]

3) **Weight Vector and Bias, \( b \):** We use (8) to find the augmented weight vector, \( \tilde{w} \). The last element of this vector is the bias, \( b \) and the remaining elements form the weight vector, \( w \).

\[
\tilde{w} = \sum \alpha_i \tilde{s}_i = [w \ b] \quad (8)
\]

4) **Classification:** The weight vector, \( w \) and bias, \( b \) represent the predefined model and used to classify testing image into pedestrian and non-pedestrian classes. This is done using (9) and if the result is positive it is a pedestrian class else a non-pedestrian class.

\[
f(x) = sgn(w^T \times x + b) \quad (9)
\]

**IV. SOFTWARE SIMULATION-MATLAB**

The design was coded and simulated in Matlab R2015a. The INRIA dataset was used for simulation as it is one of the most widely used standard dataset. The details of the INRIA dataset in [16] are shown in Table I.

<table>
<thead>
<tr>
<th>TABLE I INRIA DATASET</th>
</tr>
</thead>
<tbody>
<tr>
<td>Image Set</td>
</tr>
<tr>
<td>Training Images</td>
</tr>
<tr>
<td>Positive training Images</td>
</tr>
<tr>
<td>Negative Training Images</td>
</tr>
<tr>
<td>Test Images</td>
</tr>
<tr>
<td>Positive Test Images</td>
</tr>
<tr>
<td>Negative Test Images</td>
</tr>
<tr>
<td>Training Images</td>
</tr>
</tbody>
</table>

During the training phase, all the training images feature vectors were extracted and used to form the LSVM model. [13], [14], [15] were used in designing the LSVM. This model hence consists of a weight vector, \( w \) and bias, \( b \). During the testing phase, the input image is processed to get the feature vector. This feature vector was then used to classify the image into one of the two classes using the trained LSVM model. The results obtained for the INRIA dataset are summarised in Table II. The execution time was found to be 0.56 seconds per image.
<table>
<thead>
<tr>
<th>Parameter</th>
<th>Value</th>
</tr>
</thead>
<tbody>
<tr>
<td>Correctly Detected Images</td>
<td>1327</td>
</tr>
<tr>
<td>Detection Accuracy</td>
<td>93.05%</td>
</tr>
<tr>
<td>False Negative Images</td>
<td>87</td>
</tr>
<tr>
<td>True Positive Images</td>
<td>1039</td>
</tr>
<tr>
<td>TPR</td>
<td>92.27%</td>
</tr>
<tr>
<td>False Positive Images</td>
<td>12</td>
</tr>
<tr>
<td>Correctly Detected Images</td>
<td>1327</td>
</tr>
</tbody>
</table>

V. HARDWARE ACCELERATION USING FPGA

For a real time application we need a system much faster than the software designed system. This can be achieved using hardware accelerated system. For this purpose we use Xilinx Zynq-7000 EPP ZC702 Evaluation Kit or Zedboard. Some steps of the HOG algorithm are made to run on FPGA to increase the overall speed of the system. These include the gradient computation, gradient magnitude and gradient angle step. A Simulink model as shown in Fig. 12 is designed with an atomic subsystem marked in blue. This subsystem is converted into IP core using the HDL workflow advisor. The generated IP core is shown in Fig. 13. The subsystem is further synthesised and implemented using Vivado 14.2 and the generated bitstream is used to program the FPGA. The rest of the design is implemented on Matlab itself. Thus dividing the workload between the FPGA and Matlab reduces the overall execution time to a great extent while retaining the accuracy of a software implementation.

Fig. 12  Simulink model of hardware accelerated pedestrian detection system
VI. CONCLUSIONS

The hardware accelerated system was successfully executed using Zed board and Matlab. The accuracy of software simulation as retained while speeding up the system. The system can be further optimised by incorporating the entire system on the FPGA itself. However as the FPGA is fixed point hardware the accuracy will be reduced. Also the same design can be used for high-resolution images with detection windows of 128x64.
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