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Abstract: Machine learning has become one of the most envisaged areas of research and development field in modern times. But 
the area of research related to machine learning is not new. The term machine learning was coined by Arthur Samuel in 1952 
and since then lots of developments have been made in this field. The data scientists and the machine learning enthusiasts have 
developed myriad algorithms from time to time to let the benefit of machine learning reach to each and every field of human 
endeavors. This paper is an effort to put light on some of the most prominent algorithms that have been used in machine 
learning field on frequent basis since the time of its inception. Further, we will analyze their area of applications.  
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I. INTRODUCTION 
The principle idea of machine learning field is to enable machine to make generalization from its past experience. Generalization in 
the context of machine learner implies the machine’s ability to work effectively on vivid new and unseen tasks through the 
experience gained by it from the programmed dataset. The learning machine has to be devised around a space where the training 
examples are pumped into from a set of unknown probability distribution of general nature so that the machine becomes able 
enough to generate accurate predictions effectively for new and unfamiliar situations/tasks.      
Computational learning theory is basically that branch of theoretical computer science that deals with the computational analysis 
and the performance of algorithms related to machine learning field. Machine learning theory never guarantees about the 
performance of such algorithms. This is due to the finite nature of training data sets and their uncertain future of getting well 
organized to obtain any relevant information. However, the performance of the machine learning algorithms have probabilistic 
bound and their analysis in such a manner is quite a common practice. For instance, the generalization error can be quantified 
through bias-variance decomposition where the generalization in the context of machine learning is worked upon to obtain best 
performances by allowing the complexity match of the associated hypothesis with that of the complexity of the function build 
around the given data. Moreover, the given two results can be checked for generalization in the context of machine learning that: 

A. If the complexity of the hypothesis is less as compared to that of the function, it can be said that the given algorithm model of 
machine learning under-fits the corresponding data; As a result, the complexity of the algorithm model of the machine learning 
increases in response that will be a clear indication of decrement of the corresponding training error. 

B. If the complexity of the hypothesis is more as compared to that of the function, it can be said that the given algorithm model of 
machine learning over-fits the corresponding data; As a result, the generalization will be found to be poorer.  

The theorists of the computational learning branch also do study of the feasibility and the time complexity of the machine learning 
algorithms in addition to the study of performance bounds. A machine learning algorithm is said to be feasible when the algorithm 
gives performance in polynomial time. A machine learning algorithm has two kinds of associated time complexity results – (a). 
Positive results of time complexity indicates that a set of functions considered are going to be learned by the machine in polynomial 
time; whereas (b). Negative results of time complexity indicates that a set of functions considered are not going to be learned by the 
machine in polynomial time. 
This article puts a light on the various algorithms discussed under the machine learning field. The section 2 of this article analyzes 
the machine learning algorithms while the section 3 of this article discusses the area of applications of each algorithm. Finally, the 
section 4 wraps up the article with suitable conclusion. 
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II. ANALYSING MACHINE LEARNING ALGORITHMS 
There are ten algorithms in machine learning field that works wonderfully to obtain best results in the corresponding area of 
application. These ten algorithms are obtained through the fundamental learning techniques of Supervised Learning, Unsupervised 
Learning and Reinforcement Learning.    

A. Gradient Boosting & Adaboosting Algorithm 
These are the most preferred machine learning algorithms in the present era of machine learning for the reason that they boost the 
task the of making highly accurate predictions in situations like the handling of data with massive loads. Boosting is considered as 
an ensemble machine learning algorithm that involves the combination of the myriad base estimators’ predictive power to enhance 
robustness. In other words, it does the combination of several average or weak predictors for building a strong predictor.  The most 
amazing thing about boosting algorithms is that they are frequently used in the Data Science competitions including AV Hackathon, 
Kaggle and CrowdAnalytix. The data scientists use Python language in the combination of R codes to generate best results through 
the boosting algorithms. 

B. Linear Regression 
The linear regression algorithm establishes an relationship between dependent and independent variables after fitting the 
variables to a line. The line so obtained is known as the line of regression that can be represented through a linear 
equation of the form:  

Y= a *X + b 
Where, X is Independent variable, Y is dependent variable, a is slope and b is intercept. The value of a & b coefficients 
can be derived through the minimization of the sum of the squared difference of the distance between the regression line 
and data points. 

C. Decision Tree 
This is considered as one of the most prominent machine learning algorithms that are quite useful to do classification of both 
continuous and categorical dependent variables. Using supervised machine learning technique, decision tree algorithm simply splits 
a given population in terms of at least two homogeneous sets on the basis of the most significant independent variables or attributes.  

D. Logistic Regression 
This machine learning algorithm is useful to do the estimation of discrete values (generally in the form of binary values of 1 or 0) 
through a set of obtained independent variables. It is quite beneficial for the prediction of the probability of an event that can be 
obtained by the fitting of data to a logit function.  The methods like eliminate features, interaction terms, non-linear model and 
regularize techniques are used to do an improvisation of logistic regression algorithm.   

E. K-Nearest Neighbors (KNN) Algorithm 
Likewise SVM algorithm, KNN algorithm is also applicable in classification and regression based applications. However, it is 
basically used to solve classification related problems as far as Data Science Industry is concerned. KNN algorithm works by 
storing all kind of available cases and it further does the classification of any additional case only after considering the vote of a 
majority of its k-neighbours. The case so obtained is then assigned to that class only with which it shares a maximum similarity. For 
the measurement of this thing, a distance function is considered. But, KNN algorithm has major limitations associated with it like 
(a).it is a computationally quite expensive method, (b). Only normalized variables are considered for the reason that the algorithm 
could be otherwise biased by the higher range variables, and (c). Pre-processing of data is always required.   

F. Support Vector Machine (SVM) 
This machine learning algorithm makes use of supervised learning technique and is basically used in both classification and 
regression based applications. Under this algorithm, in an n-dimensional space containing n features, raw data are plotted as points 
in it, followed by tying of each feature’s value to the corresponding coordinate. As a result, the data classification becomes easy. 
Note that lines obtained under this algorithm are termed as classifiers which are useful for splitting of data to make data plotting on 
graph conveniently.  
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G. Random Forest Algorithm 
This algorithm makes use of the concept of combining a set of decision trees to obtain a random forest. The classification of each 
tree is made for the reason to do the classification of a new object on the basis of its attributes for which the tree is supposed to “vote” 
for the corresponding class. The forest has the responsibility to select the classification that has the maximum votes among all trees 
in the forest.  The plantation and then growing of tree is done if: 
1) The training set has number of cases as N out of which only random selection of a N sample is done where the sample is 

considered as the training set for doing the activity of growing the tree.  
2) M variable are there such that M is less than N 
3) No pruning of tree is done so as to allow the growing of each tree to the largest possible extent.  

H. Naive Bayes Algorithm 
This is again one of the most prominent machine learning algorithms where Naive Bayes classifiers are used to represent a series of 
probabilistic classifiers on the basis of applying of Byes theorem with the help of naive (i.e. strong) independence assumptions made 
for each feature.  Even if any of the features are unrelated, a Naive Bayes classifier simply considers all the properties independently 
while doing the calculation of the probability of a specific outcome.  

I. K-Means Algorithm 
Using unsupervised learning technique and used for solving clustering related problems, this algorithm classifies data sets into a 
specific number of clusters (that number is generally termed as K) in the manner that all other data considered within the cluster are 
always homogeneous, while other data outside the clusters are heterogeneous.   
K-means clustering algorithm works by picking ‘K’ number of points, usually termed as centroids, for all such obtained clusters and 
any new centroids are further created on the basis of already existing cluster numbers. The determination of closest distance for each 
data point is done with respect to newly created centroids and this task is performed again and again unless the centroids are 
changed.     

J. Dimensionality Reduction Algorithms 
These machine learning algorithms are meant to derive relevant information, variables and significant patterns out of a huge raw 
data collected as Big Data from the areas like government agencies, research organizations, and corporate houses. Some of the 
famous dimensionally reduction algorithms are Factor Analysis, Decision Tree, Random Forest and Missing Value Ratio. 

III. AREAS OF APPLICATION OF MACHINE LEARNING ALGORITHMS 
With reference to the previous section, machine learning algorithms have wide areas of application. The important applications 
corresponding to each machine learning algorithm are discussed in this section. 

A. Gradient Boosting & Adaboosting Algorithm 
These algorithms are quite useful in the case when data collected has a massive load that put the challenge before these algorithms 
to do highly accurate prediction and generates better results. Hence, they find their usages in competitions like AV Hackathon, 
Kaggle, and CrowdAnalytix. 

B. Linear Regression 
It is the one of the most powerful statistical technique to provide deep insights into the behaviour of consumer, business 
understanding and determination of factors that influences profitability.    

C. Decision Tree 
It is a quite beneficial algorithm to find applications in classification and identification of many hidden patterns. For example, a 
decision tree is useful in tracing out the location of natural minerals.   

D. Logistic Regression 
Since this algorithm is useful for estimating discrete values (in terms of 0 or 1) from a set of independent variables, it finds 
application in image segmentation and categorization, handwriting recognition, geographic image processing, health care industry to 
check whether a person is ailing from depression, etc.  
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E. K-Nearest Neighbors (KNN) Algorithm 
As able to solve classification and regression problems, this algorithm finds application in recommender systems, concept search for 
searching of documents of semantically similar nature. 

F. Support Vector Machine (SVM) 
This algorithm finds application in the area of text and hypertext categorization, image classification, handwriting recognition. 

G. Random Forest Algorithm 
This algorithm is quite beneficial in machine fault diagnosis, diabetic retinopathy & biological science. 

H. Naive Bayes Algorithm 
This algorithm has great application in sex classification to determine whether a person is male or female on the basis of measured 
features like weight, height, foot size. Another application of this algorithm is credit scoring in the  e-lending platform. 

I. K-Means Algorithm 
This algorithm finds applications in loyalty segmentation, branch geo segmentation, customer-need segmentation category 
segmentation etc. 

J. Dimensionality Reduction Algorithms 
These algorithms find application in areas like government agencies, research organizations and corporate houses for the reason that 
these areas generate a huge data that can be worked on by only these algorithms comprehensively to derive relevant information, 
variables and significant patterns out of the generated data. 

IV. CONCLUSIONS 
Machine learning has lots of algorithms to analyze and implement to gain the benefits of them in various fields of human endeavors. 
All such algorithms work directly or indirectly making the use of idea presented by the fundamental learning techniques of 
supervised learning, unsupervised learning and reinforcement learning. The major algorithms that are used on a frequent basis in 
machine learning field include Gradient Boosting and AdaBoosting, Linear Regression, Decision Tree, Logistics Regression, KNN, 
SVM, Random Forest, Naive Bayes, K-Means and Dimensionally Reduction algorithms. We analyzed the working of each 
algorithm and also discussed their applications in this paper. We can expect more such algorithms still to be developed in future to 
derive more benefits out of them.   
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