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Abstract- GA is one of the mostly used heuristic search methodology in the present time. Without evolutionary programming and 
evolutionary algorithms the whole search process is wasted. GA is applied in various fields of search and optimization 
techniques but now we try to apply this on the Dynamic programming. Various kind of greedy and dynamic programming 
algorithms are available but we try to enhance their space and time complexity by using these Genetic Algorithms. Sometimes 
dynamic programming also known as dynamic optimizations, which mean solving the problem by divided the same problem into 
smaller sub problems for the purpose of better understanding. In this paper we can try to enhance the output of dynamic 
programming by using Genetic Algorithm in it. 
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I. INTRODUCTION 
A. Genetic Algorithm 
GA is one of the most effective kinds of heuristic approach which can find out the most optimal solution in the search space. It can 
be used with various kinds of problems and resultant solution must be better than previous solution. But there is some limitation of 
simple GA like premature convergence and population diversity. But these limitations can be resolved by using fitness scaling 
functions with in GA. There are various steps in GA like selection, crossover, mutation etc. In selection phase the GA can select the 
best suitable individuals of populations which can helps to generation best offspring’s in next iteration/generation. In crossover 
phase of GA the two best selected parents are used for crossover process and the result will be better offspring that are generated are 
used for further process. The fitness of child offspring’s are much better than parents populations. The next step i.e. mutation is also 
helps to generate more accurate results by mutating the bits of best two individuals of populations. Hence by applying all these 
processes the GA will assure that the results must be global optimum and not converged to local optimum. Some of the numerical 
parameter of GA are:- 
1) Initial Population Type 
2) Population Size 
3) Maximum Generation Number 
4) Crossover Probability 
5) Mutation Probability 
 
B. Dynamic Programming 
It solves the problem by storing the value or result of smaller problems and use it into bigger problems. Dynamic programming is 
itself a very powerful technic which can solve very complex and huge calculations and reduces the coding complexities a lot. It can 
solve the exponential time problems into polynomial time very effectively. Basically we can say that it uses “divide and conquer” 
technique. It produces much better results than Greedy Programming approach because sometimes Greedy method select locally 
best solutions as a sub parts. That’s why it produces faster result than Dynamic method but not always optimum. On the other hand 
Dynamic approach always provides globally optimum solutions. Figure 1 shows the procedure of Dynamic programming. 
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Fig.1 Flowchart of simple Dynamic Programming Problem 

 
II. EXAMPLES OF DYNAMIC PROGRAMMING APPROACHES 

There is much kind of Dynamic programming problems but we can only try to implement GA with some of them. These are - 

START 

Select the problem in the 
search space 

Divide the problem into sub 
problems 

Solve the sub problems and save the results 

Use these results to Solve larger problems 

Optimum 

Save the results 

STOP 
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A. LCS (longest common subsequence 
It is one of the dynamic problem which can uses the sub parts of problem and calculate the common part of two inputs. It does not 
means that the result in contiguous order. In Figure 2 input strings “AGGTAB” and “GXTXAYB”. Last characters match for the 

strings. So length of LCS can be written as L (“AGGTAB”, “GXTXAYB”) = 1 + L (“AGGTA”, “GXTXAY”) 

 
            fig.2 Example of LCS 

 
Let the input strings “ABCDGH” and “AEDFHR. Last characters do not match for the strings. So length of LCS can be written 
as: L (“ABCDGH”, “AEDFHR”) = MAX ( L (“ABCDG”, “AEDFHR”), L(“ABCDGH”, “AEDFH”) ). So the LCS problem has 
optimal substructure property as the main problem can be solved using solutions to sub problems. 
 

B. Knapsack Problem 
 It is a kind of NP complete problem which means the time period to solve this problem is not polynomial and whenever used with 
Genetic algorithm then it’s greatly affects the output performance. Here the N items are given and their corresponding value Vi and 
weight Wi is given. We have to select the items in such a way that we have to get maximum benefit. Here also we try to enhance the 
results by using GA, Branch and bound, dynamic programming etc. with it. 

C. Matrixes Chain Multiplication 
It is also a dynamic programming problem in which we just try to multiply multi-dimensional array in best effective time. In this 
when we apply dynamic programming the we first try to solve the entire sub parts then use these sub parts for further calculations by 
this we can reduce number of calculation and reduce time required for calculations. After that we can compare the results of simple 
dynamic approach with the results find out by applying GA. 

III. RELATED WORK 
There is lot of research work done in the field of GA applying with Dynamic Programming Problems but We try to enhance those 
results by using more advanced methods for enhancing the results. Some of those researches are as follows – 
 Mateusz Wibig in his paper concluded that the Genetic algorithm is very effectively works with Dynamic programming in the field 
of business optimization very efficiently. It can uses all the business parameter very reliably without any need to recalculate them 
from beginning every day. It can focus on each changing parameter which can improve the growth of any business and enhance the 
profit. Basically it can take care of the variable as well as static parameter of business in advanced which is very difficult by manual 
procedure[11]. 
Thomas, Gulter And Engelbert in their paper concluded that the evolutionary and dynamic programming problem helps in the 
finding of facility layout problem. Which can helps a lot to decrease the cost of material handling, manpower requirement, flow of 
information, work in process inventory etc. they just can enhance the search space used by Yang and Peter and also improves the 
results of previous work done [3]. 
Ameen Shaheen and Azzam Sleit conclude in their paper that whenever knapsack problem is used with dynamic programming, 
branch and bound, greedy approach, genetic algorithm then it can produce different kind of results. It means if it can applied with 



www.ijraset.com                                                                                                                     Volume 5 Issue VI, June 2017 
IC Value: 45.98                                                                                                                      ISSN: 2321-9653 

International Journal for Research in Applied Science & Engineering 
Technology (IJRASET) 

©IJRASET: All Rights are Reserved  
1400 

genetic and greedy approach then it can suffer by genetic diversity and effective tine gradually increases exponentially but produces 
best results with dynamic programming and branch and bound approaches[12]. 
Maya, Hristakeva and Dipti Shrestha can concluded that after applying brute force, GA, Dynamic programming, Greedy algorithm 
and branch and bound they find out that dynamic and GA can produces best outputs. But somehow in coding sense dynamic 
approach proves to be better than genetic algorithm because of its complex paradigm [13]. 
S. Pothumani in  his paper try to evaluate the N queens problem with various kind of heuristic search methods and evaluate results . 
He can observe that the N queens problem produce better results with ACO (ant colony optimization), tabu search, PSO (particle 
swarm optimization), GA etc. and get that the results produced are much better than previously used backtracking methods. The 
output are highly depends on size of board and number of queens. He just try to compare the output generated by all heuristic 
approaches [4]. 

IV. CONCLUSION 
This paper can be concluded that the GA can greatly enhance the power of simple dynamic programming problems by reducing its 
space and time complexity at a great extent. Here we can try to apply GA with LCS (longest common subsequence), knapsack 
problem and Matrix chain multiplications. But the further future scope of this paper is that we can able to apply GA with another 
kind of Dynamic problems like N queen’s problem, Shortest common subsequence, traveling salesman problem etc. 
We can also able to try this GA with all kind of Greedy programming problems. So basically we try to enhance the output of any 
kind of problem by increasing its speed and reduce its processing time and complexity. 
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