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Abstract: In this paper, the XOR gate neural network is implemented on Field Programmable Gate Arrays (FPGA). Firstly, one MAC (Multiply and accumulate) unit and a binary step activation function is developed in VHDL. These are then used in finite state machine used to implement the three layered XOR neural network and then the XOR gate is obtained. FPGA supports reconfigurable computing architectures and hence, are much more convenient for neural network hardware implementation. The neural networks being concurrent show very good speed for the computation of certain tasks. This is the reason why ANNs are preferred to be implemented in VLSI technology. A 3-layers 5-neurons model is used to design the XOR gate. However, the ANNs with large number of neurons is still difficult to be realized.

Index Terms: Artificial Neural Networks (ANNs), Field Programmable Gate Array (FPGA), ADALINE and MADALINE, Neural Networks.

I. INTRODUCTION

Artificial Neural Networks tackle problems dealing with pattern identification, image processing and medical diagnosis. The ANNs based on biological neurons show parallel behavior and their information processing systems are distributed. This system provides very good speed in real time applications only if the implementation of hardware is done using parallel hardware architecture. The implementation of ANNs is done in two ways: software and hardware implementations. Software implementation of ANNs is generally employed. This is advantageous, since a person is least concerned with the internal working of neural network and only deals with the application of the neural network. [1]

However, the software based ANNs gives slower execution in comparison to the hardware based ANNs. Analog and digital are two hardware based ANNs. [2]

ANNS consists of massive parallel network of neurons which are also known as parallel processing elements. [3]

The three basic features of ANNs are concurrency, modular behavior and dynamic approach. FPGA realization of ANNs having a large number of neurons is still a challenging task. [4]

II. ADALINE TRAINING RULE

ADALINE stands for Adaptive Linear Neuron. It makes use of bipolar activations (+1 and -1) for its input signals and its final output. The weights on the connections on input signals to the ADALINE are adjustable. This rule is used for single layered nets with many output units, ADALINE is its special case in which output unit is single. Identity function is the activation function during training. The mean squared error between activation and target value is reduced by this learning rule. This helps the net to continue learning on all training patterns even after the correct output is obtained for some patterns. [5]

III. MADALINE TRAINING RULE

The combination of Adalines is called as MADALINE and sometimes multilayered Adaline. If the adalines are joined in such a way that output of one adaline becomes input to the other adaline, then the network becomes multilayered. This leads to MADALINE. It includes Many Adaptive Linear Neurons which are arranged in multilayer net. It consists of two training algorithms: MRI and MRII. [6]

The output of the MADALINE is given by

\[ Y = f(y_{in}) \]

where \( f(y_{in}) \) stands for the activation function and is given as follows: [7]
\[
\begin{align*}
    f(y_{in}) &= \begin{cases} 
        1 & \text{if } y_{in} \geq 0 \\
        -1 & \text{if } y_{in} < 0 
    \end{cases}
\end{align*}
\]

IV. DATA REPRESENTATION

Before starting the hardware implementation of an ANN, a number format must be considered for the inputs, weights and activation functions.[8]

To represent the inputs and weights, 7 bit format is used. +16 is the weight value for +1 and -16 is the weight value of -1. Similarly, the remaining weights are taken. Using this, the circuit is synthesized and simulation is carried out.

V. IMPLEMENTATION APPROACH

The XOR problem is implemented using a 3 layer, 5 neuron multilayer MADALINE model of Artificial Neural Network as shown in fig 1. Firstly, the network is initialized and random values are given to the weights (between -1 and +1). The weighted sum of the input values at the hidden neurons is calculated. Then, the obtained value is run through hard limiter function. The outputs of the hidden layer are taken as the inputs and the same procedure is followed for the output layer. The delta values for the output and the hidden layer is calculated. The weights are then updated using delta values. The learning parameter (\(\eta\)) is taken as 0.5. This is done in MATLAB. These weights are then used in VHDL to implement the XOR gate. The values are approximated to the nearest integers and mid-integer values so that these can be easy to be implemented.[9]

Firstly, a MAC unit is designed in VHDL and a binary hardlimiter function is developed[10]

These are then called repeatedly in the main program for the summation and accumulation purpose and to obtain the required result. It then includes various states which do each multiplication and summation operation be the MAC unit. Implementation in VHDL is beneficial for the XOR neural net since it exploits the concurrent behavior of neural net.

![Figure 1. MADALINE model for XOR gate](image1)

![Figure 2. RTL Schematic of XOR gate](image2)
VI. RESULTS AND DISCUSSIONS

The inputs are given the values 00, 01, 10 and 11 and the final results are obtained which are as follows:

A. Simulation results for input 00

B. Simulation results for input 01
C. Simulation results for input 10

![Simulation results for input 10]

D. Simulation results for input 11

<table>
<thead>
<tr>
<th>LOGIC UTILIZATION</th>
<th>USED</th>
<th>AVAILABLE</th>
<th>UTILIZATION (%)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Number of slices</td>
<td>222</td>
<td>192</td>
<td>115</td>
</tr>
<tr>
<td>Number of slice flipflops</td>
<td>219</td>
<td>384</td>
<td>57</td>
</tr>
<tr>
<td>Number of 4 input LUTs</td>
<td>412</td>
<td>384</td>
<td>107</td>
</tr>
<tr>
<td>Number of bonded IOBs</td>
<td>24</td>
<td>90</td>
<td>26</td>
</tr>
<tr>
<td>Number of GCLKs</td>
<td>1</td>
<td>4</td>
<td>25</td>
</tr>
</tbody>
</table>

Table No. 1 Design Summary

VII. CONCLUSION

Multilayered ADALINE for XOR gate is implemented on Xilinx 2s15cs144-6. The design summary shows the results for the number of slices, flipflops, 4 input LUTs, bonded IOBs and GCLKs used by the XOR gate neural net. The final results for each of the combination of inputs are obtained and analyzed. Since neural networks are inherently parallel structures and hence are always faster than the serial ones. It is found that FPGA implementation of neural networks is best option among the remaining. FPGAs are versatile devices for implementing different applications. FPGA-based reprogrammable computing architectures are suitable for hardware implementation of neural networks.
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