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Abstract: The defocus blur is occur when using optical imaging systems, it can either enhance or inhibit our visual perception of 
the image scene. For tasks such as image restoration and object recognition one might want to segment partially blurred and 
non blurred image regions. I propose asharpness metric based on lbp and robust segmentation algorithm to separate in- and out 
-of-focus image regions .using this metric together with image mating and multi scale interference obtain high-quality sharpness 
maps. 
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I. INTRODUCTION 
In digital photography, defocus blur is employed to blur background and pop out the main subject using large aperture lenses. Most 
current image de-blurring methods assume that the blur is spatially invariant [2,3]. 
The purpose of segmentation of defocus blur is to separate blurred and non blurred regions so that any aforementioned post-
processing can be facilitated .this problem is explicitly addressed without quantifying the extent of blurriness and a new sharpness 
metric based on local binary patterns is introduced. 
The total image can be divide into eight parts each part have some sharp value and blur regions Image segmentation is the process of 
partitioning a digital image into multiple sections. The goal of segmentation is to simplify and/or change the representation of an 
image into something that is more important and easier to examine. Image segmentation is typically used to locate objects and 
background in images. More exactly, image segmentation is the process of assigning a label to every pixel in an image such that 
pixels with the same label share certain visual characteristics. Image segmentation is an important signal processing tool that is 
widely employed in many applications including object detection, object-based coding, object tracking, image retrieval, and clinical 
organ or tissue identification. Thresholding is to select the threshold value is the basic method of image segmentation. Form a 
grayscale image, can be used to generate binary images. The idea of this method [5]. 

 
Fig.1.Segmentation. 

Image restoration is the operation of taking a corrupt/noisy image and estimating the clean, original image. 

.  
Fig .2.image restoration.
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II. LOCAL BINARY PATERNS 
Local Binary Patterns (LBP) have been successful for computer vision problems such as texture  
Segmentation, face recognition, background subtraction and recognition of 3D textured surfaces. The LBP code of a pixel (xc,yc)is 
defined as 

 
Fig.3. 8-bit LBP with p=8,R=1. 

 
Fig.4. The uniform rotationally invariant LBP. 
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                                     ……….       (1) 

Where  ݊௖ is the intensity of the central pixel (ݔ௖  ௖),݊௣ corresponds to the intensities of the P neighboring pixels located on aݕ,
circle of radius R centered at ݊௖, and TLBP>0 is a small, positive threshold in order to achieve robustness for flat image regions. 
Figure 3 shows the locations of the neighboring pixels ݊௣for P=8 and R=1. In general, the point’s np do not fall in the center of 
image pixels, so the intensity of  ݊௣is obtained with bilinear interpolation. A rotation invariant version of LBP can be achieved by 
performing the circular bitwise right shift that minimizes the value of the LBP code when it is interpreted as a binary  number . In 
this way, number of unique patterns is reduced to 36. Ojala et al. found that not all rotation invariant patterns sustain rotation equally 
well [8], and so proposed using only uniform patterns which are a subset of the rotation invariant patterns. A pattern is uniform if 
the circular sequence of bits contains no more than two transitions from one to zero, or zero to one. The non-uniform patterns are 
then all treated as one single pattern. This further reduces the number of unique patterns to 10 (for 8-bit LBP), that is, 9 uniform 
patterns, and the category of non-uniform patterns. The uniform patterns are shown in Figure 4. In this figure, neighboring pixels are 
colored blue if their intensity difference from centre pixel is larger than TLBP, and we say that it has been “triggered”, otherwise, 
the neighbors are colored red 

III. PROPOSED METHADOLOGY 
We have different types of blurs Let us explained one by one by using the Fig.5.the scene is static with uniform depth and if the 
camera motion is 2-D translational, then the motion blur can be viewed as spatially invariant (see Fig. 1.1 (a)).which could be 
estimated and removed through a blind de convolution procedure [8,9],however practice camera motion includes more complex 
motion. Objects inside the scene also be moving .Besides, the depth is probably spatially changing. 
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Fig.5.Examples for different types of blur: (a) uniform motion blur caused by camera shaking; (b) non-uniform motion blur caused 
by object movement; (c) defocus blur in the background; (d) spatially varying blur caused by atmospheric turbulence; (e) an image 
over smoothed by Bilateral filtering; (f ) JPEG compression artifacts. 

A. Our proposed sharpness metrics have four steps 
1) Multi-scale sharpness map generation: The first step, multi-scale sharpness maps are generated using mlbp. Sharpness are 

constructed at three scales where scale refers o local patch size.  
2) Alpha matting initialization : Alpha mating is the process decomposing an image into foreground and back ground .  

(ݕ,ݔ)ܫ =∝௫,௬ (ݕ,ݔ)ܨ + ൫1−∝௫,௬൯(ݕ,ݔ)ܤ                    … …    (2)  Where alpha mate, α x, y is the opacity value (x, y) pixel position 
f is fore ground b is the back ground.The α-map was solved by minimizing the following cost function as proposed by Levin. 

3) Alpha map computation; the alpha map was solved by minimizing the followed coast function as proposed by Levin the main 
use of cost function is to select the most efficiency method to perform the defocus blur. 

(∝)ܧ                                               =∝் ܮ ∝ ∝)ߣ+ −∝ෝ)்(∝ −∝ෝ)                                             … … … ….   (3) 

  Where α is the vectorized α-map, ∝ෝ= ,ݔ)݅ ݇ݏܽ݉  is one of the vectorized initialization alpha maps from the previous step, and L (ݕ
is the matting Laplacian matrix. The first term is the regulation 

4) Multi-scale inference; A multi scale graphical model was adopted to make h be final decision term that ensures smoothness, 
and the second term is the data fitting term that encourages similarity to αˆ. 

(ℎ)ܧ       = ∑ ∑ หℎ௜௦ − ℎప௦෢ห௜
ଷ
௦ୀଵ + ߚ ቀ∑ ∑ ∑ หℎ௜௦ − ℎ௝௦ห௝€ே೔

ೞ௜
ଷ
௦ୀଵ + ∑ ∑ |ℎ௜௦ − ℎ௜௦ାଵ|௜

ଶ
௦ାଵ ቁ        ………….(4) 

Where ℎప௦෢ =∝௜
௦ is the alpha map for scale s at pixel location I that was computed in the previous step , and ℎ௜௦  is the sharpness to be 

inferred .The first term on right hand side is the unary term which is the cost of assigning sharpness value ℎ௜௦ to pixel i in scale s. 
The second is the pair wise term which enforces smoothness in the same scale and across different scales. The weight β regulates the 
relative importance of these two terms. 
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Fig .7.The main steps are shown on the left; the right shows each image generated and its role in the algorithm. The output of the 

algorithm is h1. 
 
The output of the algorithm is h3 which is the inferred sharpness map at the largest scale. This is a grayscale image, where higher 
intensity indicates greater shape     

IV. RESULTS 
The sharpness based segmentation is the advanced detection of blur to compare other methods.  

 
Fig.8.sharpness based segmentation of defocus blur which are sampled from blurred. A is the sharp region of the image and B is the 

transitive region c is the areas. 
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The output of these result is gray scale image where greater intensity indicate greater sharpness, use simple thresholding , ௦ܶ௘௚, to 
produce a segmentation . Fig.8. shows not only sharp region and blur region at the fore ground and back ground it also shows the 
sharp and blur region at the edges of the Image .   

V. CONCLUSION 
I have proposed a very effective sharpness metric for defocus blur segmentation, this metric is based on the distribution of uniform 
LBP patterns in blur and non blur image regions. the direct use of the local raw sharpness measure can achieve comparative results 
to the stat-of-the-art defocus segmentation method that based on sparse representation, which shows the potential of local based 
sharpness measures. If combined with real-time matting algorithms, such as GPU implementations of global matting, our method 
would have significant speed advantage over the other defocus segmentation algorithm 
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