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Abstract: Since the main problem of many on-line websites is the presentation of a lot of choices to the various clients at a time. This usually results in a time-consuming task in finding out the right product or information on the site. The user’s current interest depends upon the navigational behavior which helps the organizations to guide users in their browsing activities and obtain some relevant information in a short span of time. Since the resulting patterns which are obtained through data mining techniques did not perform well in the prediction of future browsing patterns because of the low matching rate of resulting rules and of user’s browsing behavior. This paper focuses on the study of the recommendation system and automatic web usage data mining which is based on current user behavior through his/her click stream data. The K-Nearest-Neighbor (KNN) algorithm has been trained to be used in real-time and on-line to identify clients and visitors clickstream data, matching it to a particular user group and recommends a tailored browsing option that meets the needs of the specific user at the particular time. But these have some major issue if the data is going to be varied, the clustering approach that was used in traditional work can only capable if the data variation was within the cluster information they are having, if data goes out of bound it was difficult to perform classification. So there is need to add a classifier approach so can work in these conditions too. In this paper, hybridization of traditional KNN and ANN is done which leads to the improved accuracy. In traditional KNN only distance between given two users is calculated.
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I. INTRODUCTION

A. Data Mining
Data mining is the process which comes under the category of computer science in order to investigate large data sets which belong to the pattern. Here large data set stands for Big Data. Data mining is an automatic process which is used to extract meaningful information from the data storage and further use this information for various purposes[15,16]. The extraction of meaningful data can be performed by matching patterns and it is achieved by cluster analysis, anomalies analysis, and dependencies analysis. Spatial indices are used to perform all above functions or processes. The matched pattern is a form of the brief summary of data stored in the data warehouse and these patterns are used for future prediction and various decision-making systems to take a right decision. [4]

For example, in the case of machine learning systems, this extracted information can be used for prediction analysis. Another example, data mining is a process which finds or investigates various groups of correlated data in the database which further can be used for predictive analysis in near future[17]. Data analysis, data collection, compilation of data is not a connected to the data mining but still included in the process of KDD i.e. Knowledge Discovery Database.[1]
Data mining is a process which is used to search a large amount of data in order to find the useful data. The goal of this technique is to find patterns that were previously unknown. Once the patterns are found they can further be used to make certain decisions for the development of their businesses. The iterative process consists of the following steps:

1) **Data cleaning:** It is a phase in which noisy data and irrelevant data are removed from the collection.

2) **Data integration:** At this stage, multiple data sources, mostly heterogeneous, may be combined in a common source.

3) **Data selection:** At this step, the data which is relevant to the analysis is decided on and retrieved from the data collection.

4) **Data transformation:** Data transformation is also known as Data Consolidation. It is a phase in which the selected data is transformed into appropriate forms for the mining procedure.

5) **Data mining:** It is the crucial step in which clever techniques are applied to extract patterns which are potentially useful.

6) **Pattern evaluation:** In this step, strictly interesting patterns representing knowledge are identified based on the given measures.

7) **Knowledge representation:** It is the final phase in which the discovered knowledge is visually represented to the user. This essential step uses visualization techniques to help the users to understand and interpret the data mining results.[2]

### B. Web Usage Mining

It is one of the applications of the techniques of data mining to find out the interesting patterns from the Web data. Usage data captures the origin or identity of Web users along with their browsing behavior at the Web site. It generally focuses on techniques which predict the user behavior while the user is interacting with the Web. [9, 11, 13] The potential strategic aims in each domain into mining goal as the prediction of the user’s behavior within the site, a comparison between expected and actual Web site usage, adjustment of the Web site to the interests of its users. There are no such definite distinctions between Web usage mining and other two categories. In the process of data preparation of Web usage mining, the Web content and Web site topology will be used as the information sources, which interacts Web usage mining with the Web content mining and Web structure mining.[10] Moreover, the clustering in the process of pattern discovery is a bridge to Web content and structure mining from usage mining.[3]
II. LITERATURE REVIEW

Anand V. Saurkar present data mining and its various tasks related to the data mining. Data mining is vast research field for various researchers. The various tasks like rules learning, detection, classification, clustering etc have been demonstrated in this paper by the author. Data mining is basically introduced for the analyzing a large amount of data that is presented in the database. As a large amount of data is stored in the database for its maintenance a new field is emerging that is named as the data mining. Data mining is the process of the extraction of the useful data from the database. So here various tasks that are involved in the process of the data mining are demonstrated.[5]

Arno J. Knobbe, in his paper presents Data mining is the extraction of the useful and helpful information from the data set. The author of this paper has explained various tools for the data mining process that are based on the various machine learning algorithm. In this various algorithm have been studied like single-table is considered as one of the best algorithms but the major drawback is that the complex patterns present in the data are not expressible simply. Another algorithm is the ILP that work on the full relational database this algorithm is efficient and the scalability of the system is made. The framework and the architecture is designed in this system. The framework is the information of the data schema and the architecture designed will consist of the primitives that are used in defining the efficiency of the system. With the help of the WARMR algorithm the framework is demonstrated.[6]

Hüllermeier, Eyke. has presented the survey on various application and the contributions of the fuzzy sets that are used in the various fields like machine learning, data mining etc. Fuzzy sets are considered as the efficient methods of the extraction of the data from the database. From the experiment performed it is concluded that these systems are quite efficient and can be used for various future researches.[7]

Klose, A., et al. has presented that the data mining is a process which includes the various steps of KDD i.e. knowledge discovery in the database. In KDD modeling techniques are implemented. The research fields like machine learning, statistics, and AI use data mining. In this author defines that neuro-fuzzy methods are plays vital role in the field of data mining because they lead to the efficient results. But comprehensibility in performance is not easy to achieve it misguides the aim of the research or system.[8]

Xindong Wu, presents the top ten data mining algorithms which are identified by the IEEE International Conference on Data Mining (ICDM) in December 2006: C4.5, k-Means, SVM, Apriori, EM, PageRank, AdaBoost, kNN, Naive Bayes, and CART. These top 10 algorithms are among the most influential data mining algorithms in the research community. With each algorithm, they provide a description of the algorithm, discuss the impact of the algorithm, and review current and further research on the algorithm. These 10 algorithms cover classification. [12]

John F. Roddick presents with the growth in the size of datasets, data mining has recently become an important research topic and is receiving substantial interest from both academia and industry. At the same time, a greater recognition of the value of temporal and spatial data has been evident and the first papers looking at the confluence of these two areas are starting to emerge. This short paper provides a few comments on this research and provides a bibliography of relevant research papers investigating temporal, spatial and spatiotemporal data mining.[14]

Parpinelli, proposed an algorithm for data mining which is known as Ant-Miner (ant-colony-based data miner). The goal of Ant-Miner is to extract classification rules from the data. This algorithm is inspired by both researches on the behavior of real ant colonies and some data mining concepts as well as principles. Performance of Ant-Miner with CN2 is compared. CN2 is a well-known data mining algorithm for classification, in six public domain data sets. The results provide evidence that: Ant-Miner is competitive with CN2 with respect to predictive accuracy.[18]

Byung-Hoon Park. This paper gives us a brief overview of the DDM algorithms, applications, systems and the emerging research directions. The structure of the paper is organized as follows. We first present the related research of DDM and illustrate data distribution scenarios. Then DDM algorithms are reviewed. Subsequently, the architectural issues in DDM systems and future directions are discussed.[19]

Michael J. Shaw presented that due to proliferation of information systems and technology, businesses increasingly have the capability to accumulate huge amounts of customer data in large databases. However, much of the useful marketing insights into customer characteristics and their purchase patterns are largely hidden and untapped. A current emphasis on customer relationship management makes the marketing function an ideal application area to greatly benefit from the use of data mining tools for the decision support. A systematic methodology that uses data mining and knowledge management techniques is proposed to manage the marketing knowledge and support marketing decisions. This is the methodology which can be the basis for enhancing customer relationship management. 20]
Hongjun Lu, proposed that Classification is one of the data mining problems receiving great attention recently in the database community. This paper presents an approach to discover symbolic classification rules using neural networks. Neural networks have not been thought suited for data mining because how the classifications were made is not explicitly stated as symbolic rules that are suitable for verification or interpretation by humans. With the proposed approach, concise symbolic rules with high accuracy can be extracted from a neural network. The network is first trained to achieve the required accuracy rate. Redundant connections of the network are then removed by a network pruning algorithm. The activation values of the hidden units in the network are analyzed, and classification rules are generated using the result of this analysis. The effectiveness of the proposed approach is clearly demonstrated by the experimental results on a set of standard data mining test problems. [21]

Raymond Chan, Traditional association rule mining algorithms only generate a large number of highly frequent rules, but these rules do not provide useful answers for what the high utility rules are. We develop a novel idea of top-K objective-directed data mining, which focuses on mining the top-K high utility closed patterns that directly support a given business objective. To association mining, we add the concept of utility to capture highly desirable statistical patterns and present a level-wise item-set mining algorithm. With both positive and negative utilities, the antimonotone pruning strategy in Apriority algorithm no longer holds. In response, we develop a new pruning strategy based on utilities that allow pruning of low utility itemsets to be done by means of a weaker but ant monotonic condition. Our experimental results show that our algorithm does not require a user-specified minimum utility and hence is effective in practice. [22]

III. KNN Approach

A. K-NN Algorithm

Out of the various algorithms used for classification, the KNN is the most commonly used algorithm. KNN algorithm is very easy to implement and give fairly good results. Also, KNN algorithm does not require any prior knowledge regarding dataset for classification. It performs classification purely on similarity basis. As the name of algorithm indicates, for classification of a novel tuple it looks out for ‘k’ nearest tuples to it. The procedure of classification in KNN starts with a data set. The data set is constituted of a certain number of attributes that define a data set. The data set is divided into two sets: the training set and test set. The training set is given as input to the algorithm while test set is used to calculate the accuracy of the algorithm. The division of the data set can be done using various methods such as hold-out method, random sampling, cross-validation etc. KNN classifies any new tuple by using training data tuples similar to it. Due to this KNN is also called local learner. There is no learning phase in KNN. It stores all the training tuples given to it as input without doing anything. All the computations are done at the time of classification of a test tuple. In KNN algorithm, the training tuples can be viewed as a set of data points in an n-dimensional space, where n dimensions are the set of n attributes describing the data set. When an unknown tuple comes for classification, we have to find out the k nearest data points to it in the n-dimensional space. To find the k nearest data points to the unknown tuple various distance metrics are used for example Euclidean distance, Minkowski distance, Manhattan distance.

The K-Nearest Neighbor classifier usually applies the Euclidean distance between the training tuples and the test tuple.

$$d(x_i, x_j) = \sqrt{(x_{i1} - x_{j1})^2 + (x_{i2} - x_{j2})^2 + \ldots + (x_{in} - x_{jn})^2}$$

In general term, the Euclidean distance between two Tuples for instance

$$X1 = (x_{11}, x_{12}, \ldots, x_{1n})$$
$$X2 = (x_{21}, x_{22}, \ldots, x_{2n})$$

will be

$$\text{dist}(x_1, x_2) = \sqrt{\sum_{i=1}^{n} (x_{ii} - x_{2i})^2}$$

The pseudo code for the KNN algorithm is given below:

B. Algorithm

Input Parameters: Dataset, k
Output: Classified test tuples
1) Store all the training tuples.
2) For each unseen tuple which is to be classified
   a) Compute distance of it with all the training tuples.
   b) Find the k nearest training tuples to the unseen tuple.
   c) Assign the class which is most common in the k nearest training tuples to the unseen tuple.

End for

The K-Nearest Neighbor (K-NN) algorithm is one of the simplest methods for solving classification problems; it often yields competitive results and has significant advantages over several other data mining methods. [18]
d) Providing a faster and more accurate recommendation to the client with desirable qualities as a result of a straightforward application of similarity or distance for the purpose of classification.

e) Our recommendation engine collects the active users’ clickstream data, match it to a particular user’s group in order to generate a set of recommendation to the client at a faster rate.

**IV. ANN Approach**

With the rise of modern electronics, it was only natural to try to harness this thinking process. The first step toward artificial neural networks came in 1943 when Warren McCulloch, a neurophysiologist, and a young mathematician, Walter Pitts, wrote a paper on how neurons might work. They modeled a simple neural network with electrical circuits. Neural networks, with their remarkable ability to derive meaning from complicated or imprecise data, can be used to extract patterns and detect trends that are too complex to be noticed by either humans or other computer techniques. A trained neural network can be thought of as an "expert" in the category of information it has been given to analyze.

In electronics engineering and related fields, artificial neural networks (ANNs) are computational or mathematical models that are inspired by a human’s central nervous system (in particular the brain) which is capable of machine learning as well as pattern recognition. Whereas animal’s nervous system is more complex than the human so the system designed like this will be able to solve more complex problems. Artificial neural networks are generally presented as systems of highly interconnected "neurons" which can compute values from inputs. [24]

Neural Network is just like a website network of interconnected neurons which can be millions in number. With the help of these interconnected neurons, all the parallel processing is being done in a body and the best example of Parallel Processing is human or animal’s body.

Currently, artificial neural networks are the clustering of the primitive artificial neurons. This clustering occurs by creating layers which are then connected to one another. How these layers connect is the other part of the "art" of engineering networks to resolve the complex problems of the real world.

So neural networks, with their stronger ability to derive meaning from complicated or imprecise data, can be used to extract patterns and detect trends that are too complex to be noticed by either humans or other computer techniques to be noticed by either humans or other computer techniques.

![A Simple Neural Network](image)

The word network in the term 'artificial neural network' refers to the interconnections between the neurons in the different layers of each system. An example system has three layers. The first layer has input neurons which send data via synapses to the second layer of neurons, and then via more synapses to the third layer of output neurons. More complex systems will have more layers of
neurons with some having increased layers of input neurons and output neurons. The synapses store parameters called "weights" that manipulate the data in the calculations. An ANN is typically defined by three types of parameters: [23]

A. The interconnection pattern between the different layers of neurons
B. The learning process for updating the weights of the interconnections
C. The activation function that converts a neuron's weighted input to its output activation.

Figure 4: Nonlinear Model of Neuron

V. RESEARCH METHODOLOGY
Firstly, data set is taken to work with for the recommendation. Then, KNN feature extraction process is applied. After that training and testing of KNN and ANN based hybrid proposed model is done for taking decisions. Then, at last, comparison of the traditional approach and proposed work is taken place.

Figure 5: Proposed Work

VI. RESULTS AND DISCUSSION
The proposed and existing algorithm is implemented in MATLAB to test on the desired dataset.
As shown in the figure, the percentage accuracy of KNN is calculated. It is found to be 72.72%. The existing work only calculates the Euclidean distance between the given users. Here, the distance of each and every user is taken with each other.

As shown in the figure, here classification of ANN is defined between the user and recommended field.
As shown in the figure, here accuracy percentage of proposed ANN approach is calculated which comes out better than the KNN approach. Here, the calculated accuracy is 90.90%.

As shown in the figure, accuracy comparison of traditional KNN and proposed ANN is done which is the hybridisation result and it is seen that proposed ANN gives more accurate results than traditional KNN.

VII. CONCLUSION

This work is carried out by using MATLAB. Thus, the above results show that when hybridisation of KNN(K-Nearest Neighbour) and ANN(Artificial Neural Network) is done then more accuracy is achieved. Here not only hybridisation achieves good results but KNN when considered with each and every user gives us better results. It also shows better accuracy than the traditional KNN algorithm. When traditional KNN and proposed ANN is compared then accuracy of proposed ANN comes out the best which is 90.90% and that of traditional KNN was 72.72% which helps to improve the recommendation system. Thus, in this way users will be able to get accurate desired data.
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